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Abstract

Active speaker detection requires a mindful integration
of multi-modal cues. Current methods focus on modeling
and fusing short-term audiovisual features for individual
speakers, often at frame level. We present a novel approach
to active speaker detection that directly addresses the multi-
modal nature of the problem and provides a straightfor-
ward strategy, where independent visual features (speak-
ers) in the scene are assigned to a previously detected
speech event. Our experiments show that a small graph
data structure built from local information can approximate
an instantaneous audio-visual assignment problem. More-
over, the temporal extension of this initial graph achieves a
new state-of-the-art performance on the AVA-ActiveSpeaker
dataset with a mAP of 88.8%.

1. Introduction
Active speaker detection aims at identifying the cur-

rent speaker (if any) from a set of candidate face detec-
tions in an arbitrary video. This research problem is an
inherently multi-modal task that requires the integration of
subtle facial motion patterns and the characteristic wave-
form of speech. Despite its multiple applications such as
speaker diarization [3, 44, 46, 48], human-computer inter-
action [16, 58] and bio-metrics [34, 40], the detection of
active speakers in-the-wild remains an open problem.

Current approaches for active speaker detection are
based on recurrent neural networks [41, 43] or 3D convo-
lutional models [1, 6, 60]. Their main focus is to jointly
model the audio and visual streams to maximize the per-
formance of single speaker prediction over short sequences.
Such an approach is suitable for single speaker scenarios,
but is overly simplified for the general (multi-speaker) case.

The general (multi-speaker) scenario has two major chal-
lenges. First, the presence of multiple speakers allows for
incorrect face-voice assignations. For instance, false posi-
tives emerge when facial gestures closely resemble the mo-
tion patterns observed while speaking (e.g. laughing, grin-
ning). Second, it must enforce temporal consistency over
multi-modal data, which quickly evolves over time, e.g.,
when active speakers switch during a fluid conversation.

In this paper, we address the general multi-speaker prob-
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Figure 1. Audiovisual assignment for active speaker detection.
Active speaker detection is highly ambiguous. Even if we analyze
joint audiovisual information, unrelated facial gestures can easily
resemble the natural motion of lips while speaking. In a) we show
two face crops from a sequence, where a speech event was de-
tected. The gestures, illumination, and capture angle make it hard
to asses which face (if any) is the active speaker. Our strategy b)
focuses on the attribution of speech segments in video. If a speech
event is detected, we holistically analyse every speaker along with
the audio track to discover the most likely active speaker.

lem in a principled manner. Our key insight is that, instead
of optimizing active speaker predictions over individual au-
diovisual embeddings, we can jointly model a set of visual
representations from every speaker in the scene along with
a single audio representation extracted from the shared au-
dio track. While simple, this modification allows us to map
the active speaker detection task into an assignation prob-
lem, whose goal is to match multiple visual representations
with a singleton audio embedding. Figure 1 illustrates some
of the challenges in active speaker detection and provides a
general insight for our approach.

Our approach, dubbed “Multi-modal Assignation for
Active Speaker detection” (MAAS) relies on multi-modal
graph neural networks [27, 50] to approach the local (frame-
wise) assignation problem, but it is flexible enough to also
propagate information from a long-term analysis window
by simply updating the underlying graph connectivity. In
this framework, we define the active speaker as the local
visual representation with the highest affinity to the audio
embedding. Our empirical findings highlight that reformu-
lating the problem into a multi-modal assignation problem
brings sizable improvements over current state-of-the-art
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methods. On the AVA Active speaker benchmark, MAAS
outperforms all other methods by at least 1.7%. Addition-
ally, when compared with methods that analyze a short tem-
poral span, MAAS brings a performance boost of at least
1.1%.
Contributions. This paper proposes a novel strategy for ac-
tive speaker detection, which explicitly learns multi-modal
relationships between audio and facial gestures by sharing
information across modalities. Our work brings the follow-
ing contributions: (1) We devise a novel formulation for the
active speaker detection problem. It explicitly matches the
visual features from multiple speakers to a shared audio em-
bedding of the scene (Section 3.2). (2) We empirically show
that this assignation problem can be solved by means of a
Graph Convolutional Network (GCN), which endows flex-
ibility on the graph structure and is able to achieve state
of the art results (Section 4.1). (3) We present a novel
dataset for active speaker detection, called “Talkies”, as a
new benchmark composed of 10,000 short clips gathered
from challenging and diverse scenes (Section 5).

To ensure reproducible results and promote future re-
search, all the resources of this project, including source
code, model weights, official benchmark results, and la-
beled data will be publicly available.

2. Related Work
In the realm of multi-modal learning, different informa-

tion sources are fused with the goal of establishing more
effective representations [36]. In the video domain, a com-
mon multi-modal paradigm involves combining representa-
tions from visual and audio features [4, 8, 22, 33, 34, 37,
49]. Such representation allows the exploration of new ap-
proaches to well established problems, such as person re-
identification [33, 25, 55], audio-visual synchronization [1,
9, 10], speaker diarization [44, 48, 59], bio-metrics [34, 40],
and audio-visual source separation [4, 22, 37, 41, 49]. Ac-
tive speaker detection is a special instance of audiovisual
source separation, where the sources are people in a video,
and the goal is to detect and assign a segment of speech to
one of those sources [41].
Active Speaker Detection. The work of Cutler et al. [12]
pioneered research in active speaker detection in the early
2000s. It detected correlated audiovisual signals by means
of a time-delayed neural network [47]. Follow up works
[14, 42] approached the task relying only on visual infor-
mation, focusing strictly on the evolution of facial gestures.
Such visual-only modeling was possible as they addressed
a simplified version of the problem with a single candidate
speaker. Recent works [5, 10] have approached the more
general multi-speaker scenario and relied on fusing multi-
modal information from individual speakers. A parallel cor-
pus of work has focused on audiovisual feature alignment,
which resulted in methods that rely on audio as the primary

source of supervision [4], or as an alternative to jointly train
a deep audiovisual embedding [8, 10, 35, 45].

The work of Roth et al. [41] introduced the AVA-
ActiveSpeaker dataset and benchmark, the first large-scale
video dataset for the active speaker detection task. In the
AVA-ActiveSpeaker challenge of 2019, Chung et al. [6]
presented an improved architecture of their previous work
[10], which trains a large 3D model with the need for large-
scale audiovisual pre-training [35]. Zhang et al. [60] also
leveraged a hybrid 3D-2D architecture with large-scale pre-
training [10, 11]. This method achieved its best perfor-
mance when the feature embedding was optimized using
a contrastive loss [18]. Follow up works focused on mod-
eling an attention process over face tracks, where attention
was estimated either from the audio alignment [1] or from
an ensemble of speaker features [2]. We approach the ac-
tive speaker problem in a more principled manner, as we
go beyond the aggregation of contextual information from
multiple-speakers and propose an approach that explicitly
seeks to model the correspondence of a shared audio em-
bedding with all potential speakers in the video.
Datasets for Active Speaker Detection. Apart from the
development of the AVA-ActiveSpeaker benchmark, there
are few public datasets specific to this problem. The most
well known alternative is the Columbia dataset [5], which
contains 87 minutes of labeled speech from a panel discus-
sion. It is much smaller and less diverse than AVA. Modern
audiovisual datasets [35, 10, 7] have been adapted for the
large scale pre-training of some active speaker methods [6].
Nevertheless, these datasets were designed for related tasks
such as speaker identification and speaker diarization. In
this paper, we present the Talkies dataset as a new bench-
mark for active speaker detection gathered from social me-
dia clips. It contains 800,000 manually labeled face detec-
tions and includes challenging scenarios that contain multi-
ple speakers, occlusion, and out of screen speech.
Graph Convolutional Networks (GCNs). GCNs [27]
have recently gained popularity, due to the greater inter-
est in non-Euclidean data. In computer vision, GCNs
have been successfully applied to scene graph generation
[23, 32, 39, 53, 57], 3D understanding [17, 30, 50, 52], and
action recognition in video [21, 54, 56]. In MAAS, we de-
sign a DeepGCN-like architecture [28, 29, 31], which ad-
dresses a special scenario, namely the multi-modal nature of
audiovisual data. We rely on the well-known EdgeConv op-
erator [50] to model interactions between different modali-
ties for graph nodes identified across multiple frames. This
enables us to model both the multi-modal relations and the
temporal dependencies in a single graph structure.

3. Multi-modal Active Speaker Assignation
Our approach is based on a straightforward idea. In-

stead of assessing the likelihood of individual audiovisual
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Figure 2. Overview of MAAS Pipeline. a): Our approach begins by sampling independent audio and video features. Video features (cyan)
are extracted from a stack of face crops that belong to a single person. Audio features (yellow) are extracted from the audio-spectrogram
and are shared at the frame-level. b): We create two feature graphs: one with static connections that model local temporal relations between
the audio track and the visible persons; in parallel, we allow a secondary stream in the network to discover relationships given the estimated
feature embeddings. c): We estimate a frame-level affinity between the visual nodes and the local audio node such that the active speaker
will have the highest affinity with the audio node. d): Finally, we extend the network by modelling a longer temporal window. We jointly
optimize the local affinities, while enforcing temporal consistency. We select the active speaker (green bounding box) as the most likely
speaker to have generated the sequence of speech events.

patterns to belong to an active speaker, we directly model
the correspondence between the local audio and the facial
gestures of all the individuals present in the scene. This ap-
proach is motivated by the nature of the active speaker prob-
lem, which first identifies if any speech patterns are present,
and then attributes those patterns to a single speaker.

Overall, our approach simultaneously solves three sub-
tasks. First, we detect speech events in a short-term tempo-
ral window. Second, we iterate over all the visible speakers
in a single frame, and decide which one is most likely to
be an active speaker given the local information. Third, we
extend this frame-level analysis along the temporal dimen-
sion, leveraging the inherent temporal consistency of video
data to improve frame-level predictions. Figure 2 illustrates
an overview of our MAAS approach.

3.1. Frame-Level Video Features
Following recent works [41, 60], we extract the initial

frame-level features from a two-stream convolutional en-
coder. The visual stream takes as input a tensor of di-
mensions H ×W × (3c), where H and W are the image
width and height, and c is the number of time consecu-
tive face crops sampled from a single tracklet. Similar to
[41], we transform the original audio waveform into a Mel-
spectrogram and use it as input for the audio stream.

Our approach relies on independent audio and video fea-
tures. To obtain these independent features (and to make
fair comparison to state-of-the-art techniques), we train a
joint model as described by [41], but drop the final two lay-
ers at inference time. These layers are responsible for the

feature fusion and final prediction.
At time t, a forward pass of our feature encoder

yields N + 1 feature vectors for a frame with N possi-
ble speakers (detected persons). One shared audio em-
bedding (at) and N independent visual descriptors vt =
{vt,0, vt,1, ..., vt,n−1} one for each of the N visible persons
(see Figure 2-a). We define (st) as the local set of features
at time t, such that st = {at∪vt}. The feature set st is used
for the optimization of the basic graph structure in MAAS,
the Local Assignation Network, described next.

3.2. Local Assignation Network (LAN)
We model the local assignation problem by generating

a directed graph over the feature set st. Our local graph
consists of an audio node and one video node for each po-
tential speaker. We create a bidirectional connectivity be-
tween the audio node and each visual node thus leveraging
a GCN that operates on a directed graph generated from st.
Figure 3 (left) illustrates this graph structure. We call this
graph structure the Local Assignation Graph and the GCN
that operates over it the Local Assignation Network (LAN).

The goals of LAN are two-fold: (i) to detect lo-
cal speech events, (ii) if there is a speech event, to as-
sign the most likely speaker from the set of candidates.
We achieve these two goals by fully supervising every
node in LAN. Visual nodes are supervised by the ground-
truth, ltv , of the corresponding speaker. On the other
hand, each audio node receives a binary ground-truth la-
bel indicating whether there is at least one active speaker,
i.e. max({lt,0, lt,1, ..., lt,n−1}); otherwise, there is silence.
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Figure 3. Assignation Graphs. The base static graphs for MAAS are composed of multi-modal nodes, visual nodes (Cyan), and audio
nodes (Yellow). The local Assignation Graph (left) defines frame level connectivity of the individual features. The Temporal Assignation
Graph (right) is composed of multiple local graphs (5 in the figure) and defines a temporal extension of the frame-level relations (we depict
local relations in light gray to avoid visual clutter). While a local graph solves an instantaneous assignation problem. The temporal graph
optimizes a subset of nodes thereby incorporating temporal information in the individual local graphs.

LAN is tasked to discover active speakers at the frame-level
(i.e. t is fixed).

3.3. Temporal Assignation Network (TAN)
While the LAN is effective at finding local correspon-

dences between audio patterns and visible faces, it models
information sampled from short video clips (st). This sam-
pling strategy can lead to inaccurate predictions from noisy
or ambiguous local estimations (e.g. audio noise, blurred
faces, ambiguous facial gestures, etc.). Therefore, we ex-
tend our proposed approach to include temporal informa-
tion from adjacent frames.

We extend the local graph in LAN by sampling st over
a temporal window (w) centered around time t. w =
[i, i + 1, ..., t, ..., j] and define a temporal feature set bw =
[si, si+1, ..., st, ..., sj ]. Following the LAN structure out-
lined in 3.2, we can build (j − i) independent local graph
structures out of bw (one for every time step). We augment
this set of independent graphs by adding temporal links be-
tween time adjacent representations of frame-level features.
We follow two rules to build these connections: we create
temporal connections between time adjacent audio nodes,
and we create temporal connections between time adjacent
video nodes, only if they belong to the same person. No
additional cross-modal connections are built. We call the
resulting graph, the Temporal Assignation Graph, which al-
lows for information flow between time adjacent audio and
video features, thereby allowing for temporal consistency in
the audio and video modalities. Figure 3 (right) illustrates
this graph structure.

We build a GCN over the extended graph topology and
call it the Temporal Assignment Network (TAN). TAN al-
lows us to directly identify speech segments as continu-
ous positive predictions over audio nodes. Likewise, it de-
tects active speech segments over continuous predictions for
same-speaker video features.

3.4. Dynamic Stream & Global Prediction
Finally, we account for potential connection patterns that

go beyond our initial insights. We augment our architecture
and define a second stream that will operate on the very
same data as the static stream (including multiple temporal
timestamps). However, we do not define a fixed connec-
tivity pattern for this stream. Instead, we aim at creating a
dynamic graph structure based on the node distribution in
feature space. In this stream, we allow the GCN to esti-
mate an arbitrary graph structure by calculating the K near-
est neighbors in feature space for each node, and by estab-
lishing edges based on these neighbouring nodes. In prac-
tice, we replicate the static stream, drop the definition of
the static graph, and use the dynamic version of the edge-
convolution [50], allowing for independent dynamic graph
estimation at every layer.

The final prediction is achieved through slow fusion
[24, 54]. At every GCN layer, we merge the feature set from
the dynamic layer with the feature set from the static layers.
The final prediction is achieved using a shared fully con-
nected layer and softmax activation over every node. This
architecture is depicted in Figure 4.

3.5. Training and Implementation Details
Following [41], we implement a two-stream feature en-

coder based on the ResNet-18 architecture [19] pre-trained
on ImageNet [13]. We perform the same modifications at
the first layer to adapt for the extended input tensor (stack
of face crops and spectrogram). We train the network end-
to-end using the Pytorch library [38] for 100 epochs with
the ADAM optimizer [26] using Cross-Entropy Loss. We
use 3× 10−4 as initial learning rate that decreases with an-
nealing of γ = 0.1 at epochs 40 and 80. We empirically
set c = 11 and augment the input videos via random flips
and corner crops. Unlike other methods, MAAS does not
require any large-scale audiovisual pre-training. We also
incorporate the sampling strategy proposed by [2] in train-
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Figure 4. GCN Architecture in MAAS. Our graph neural net-
work implements a two stream architecture. The first stream (top)
uses the edge convolution operator and operates over static local
and temporal graphs. The second stream (bottom) relies on dy-
namic edge convolutions and complements the feature embedding
discovered by the static stream by means of slow fusion. After ev-
ery GCN layer, we fuse the features from the dynamic and static
streams and use them as input to the next layer.

ing to alleviate overfitting. During training, we follow the
supervision strategy outlined by [41], where two extra aux-
iliary loss functions (La,Lv) are adopted to supervise the
final layer of the audio and video streams. This favors the
estimation of useful features from both streams.

Training MAAS After optimizing the feature encoder,
we implement MAAS (LAN and TAN networks) using
the PyTorch Geometric library [15]. We choose edge-
convolution [51] to propagate the neighbor information be-
tween nodes. Our network model contains 4 GCN layers
on both streams, each with filters of 64 dimensions. We
apply dimensionality reduction to map features from their
original 512 dimension to 64 using a fully connected layer.
We find that this dimensionality reduction favors the final
performance and largely reduces the computational cost.

Since we process data from different modalities, we
use two different dimensionality reduction layers, one for
video features and another for audio features. We train
the MAAS-LAN and MAAS-TAN networks using the same
procedure and set of hyper-parameters, the only difference
being their underlying graph structure. We use the ADAM
optimizer with an initial learning rate of 3× 10−4 and train
for 4 epochs. Both GCNs are trained from random weights
and use a pre-activation [20] linear layer (Batch Normal-
ization → ReLU → Linear Layer) to map the concatenated
node features inside the edge convolution.

4. Experimental Validation
In this section, we provide an empirical analysis of our

proposed MAAS method. We focus on the large-scale AVA-
ActiveSpeaker dataset [41] to assess the performance of
MAAS and present additional evaluation results on Talkies.

Method mAP

Validation Set
MAAS-TAN (Ours) 88.8
Alcazar et al. [2] 87.1
Chung et al. (Temporal Convolutions) [6] 85.5
Alcazar et al. (Temporal Context) [2] 85.1
Chung et al. (LSTM) [6] 85.1
MAAS-LAN (Ours) 85.1
Zhang et al. [60] 84.0
Sharma et al. [43] 82.0
Roth et al. [41] 79.2

Test Set
MAAS-TAN (Ours) [6] 88.3
Naver Corporation [6] 87.8
Active Speaker Context [2] 86.7
University of Chinese Academy of Sciences [60] 83.5
Google Baseline [41] 82.1

Table 1. State-of-the-art Comparison on AVA-ActiveSpeaker.
We compare MAAS against state-of-the-art methods on the AVA-
ActiveSpeaker validation set. Results are measured with the offi-
cial evaluation tool as published by [41]. We report an improve-
ment of 1.7% mAP over the current state-of-the-art.

This section is divided in three parts. First, we compare
MAAS with state-of-the-art techniques. Then, we ablate
our proposal to analyse all of its individual design choices.
Finally, we test MAAS on known challenging scenarios to
explore common failure modes.

AVA-ActiveSpeaker Dataset. The AVA-ActiveSpeaker
dataset [41] is the first large-scale testbed for active speaker
detection. It is composed of 262 Hollywood movies: 120
of those on the training set, 33 on validation, and the re-
maining 109 on testing. The AVA-ActiveSpeaker dataset
contains normalized bounding boxes for 5.3 million faces,
all manually curated from automatic detections. Facial de-
tections are manually linked across time to produce face
tracks (tracklets) depicting a single identity. Each face de-
tection is labeled as speaking, speaking but not audible, or
non-speaking. All AVA-ActiveSpeaker results reported in
this paper were measured using the official evaluation tool
provided by the dataset creators, which uses mean average
precision (mAP) as the main metric for evaluation.

4.1. State-of-the-art Comparison
We begin our analysis by comparing MAAS to state-of-

the-art methods. The results reported for MAAS-TAN are
obtained from a two-stream model composed of 13 tempo-
rally linked local graphs, which span about 1.59 seconds.
We set K = 3 for the number of nearest neighbors in the
dynamic stream and limit the number of video nodes to 4
per frame. The results reported for MAAS-LAN are ob-
tained from a two-stream model, which includes a single
timestamp and 4 video nodes. For sequences with 5 or more
visible speakers, we make sure that one video node contains
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Network Depth mAP
1 Layer 88.0
2 Layer 88.2
3 Layer 88.4
4 Layer 88.8
5 Layer 87.5

a) mAP by Network Depth

Filters in Layer mAP
32 88.5
64 88.8

128 88.6
256 88.1

b) mAP by Network Width

Dynamic Static
Graph Graph mAP

✓ ✗ 66.5
✗ ✓ 87.9
✓ ✓ 88.8

c) mAP by Individual Stream

nNighbors mAP
2 88.5
3 88.8
4 88.4
5 88.4

d) mAP by Neighbors

Table 2. Architecture choices in MAAS. We ablate the design choices in our proposed GCN-based MAAS-TAN network. We analyse the
network depth in a), and empirically find that a deeper network favors the final result, but saturates at 4 layers. We also analyse the number
of filters per layer in b) and find the optimal to be at 64. From c), we observe that the static stream is far more effective by itself than the
dynamic stream; however, the latter stream still incorporates information that is complementary leading to overall improvement. In d), we
empirically find the most suitable number of neighbors in the dynamic stream and set it to 3.

the features from the active speaker, and randomly sample
the remaining three. If no active speaker is present, we just
randomly sample 4 speakers without replacement. At infer-
ence time, we split the speakers in non overlapping groups
of 4, and perform multiple forward passes. Results in the
validation set are summarized in Table 1.

Our best model, MAAS-TAN, ranks first on the AVA-
ActiveSpeaker validation set. We highlight two aspects of
these results. First, at 88.8% mAP, MAAS-TAN outper-
forms the best results reported on this dataset by at least
1.7%. It must be noted that some state-of-the-art methods
[6, 60] rely on large 3D models and large-scale audiovi-
sual pre-training, while MAAS uses only the standard Im-
ageNet initialization for both streams. Second, while the
MAAS-LAN network does not achieve state-of-the-art per-
formance, it outperforms every other method that does not
rely on long-term temporal processing [41, 60]. It also re-
mains competitive with those methods that rely only on
long-term context [6, 2], being outperformed only by the
temporal version of [2] by a margin of 0.6% and falling
2.1% behind the full method of [2] (temporal context and
multi-speaker).

4.2. Ablation Analysis
After evaluating the performance of our MAAS method

against state-of-the-art techniques, we ablate our best model
(MAAS-TAN) to validate the individual contributions of
each design choice, namely: network depth, network width,
independent stream contributions, and the number of neigh-
bors for the dynamic stream.

Network Architecture We begin by ablating the pro-
posed architecture. We explore the effects of changing the
network depth, layer size, and the number of neighbors (K)
for the dynamic stream. We also control for the individual
contribution of each stream.

We summarize our ablation results for the MAAS-TAN
network in Table 2. In 2-a), we identify the depth of the
network as a relevant hyper-parameter for its performance.
Shallow networks underperform, but increasingly get better
as depth increases, reaching an optimal value at 4 layers.
Deeper networks have a better capacity for estimating use-

ful features and have the chance to propagate relevant fea-
tures over a large number of connected nodes, not only the
immediate neighbors. In 2-b), we show that wider networks
have a beneficial effect but saturate quickly with 64 or more
filters. Beyond that size, the networks do not yield improve-
ments at the expense of additional network complexity. In
2-c), we demonstrate the complementary nature of the two
stream approach in MAAS. While the static stream has the
best individual performance, the dynamic stream is capable
of finding relationships that are beyond the insights we use
to create the static graph structure, thus increasing the final
performance by 0.9%. Finally, 2-d) shows how the selected
number of clusters on the dynamic stream affects the final
performance of MAAS. Interestingly, the optimal number
of neighbors (K = 3) matches the number of valid assig-
nations in the active speaker problem (audio with speech,
active speaker), (audio with speech, silent speaker) and (au-
dio with silence, silent speaker).

Graph Structure After assessing the design choices in
the architecture, we proceed to evaluate the proposed graph
structure. Here, we test for the incremental addition of
LAN graphs into a TAN graph that analyses N timestamps.
Additionally, we test for the maximum number of video
nodes that get linked to an audio node at training time.
Table 3 summarizes these results. Overall, we notice that
MAAS benefits from modelling longer temporal sequences
or modelling more visible speakers. We interpret this as a
consequence of our modelling strategy that focuses on the
assignation of locally consistent visual and audio patterns,
while remaining compatible with the mainstream approach
of modelling long-term temporal sequences.

4.3. Dataset Properties
We continue our analysis following the evaluation proto-

col of [41] and report MAAS-TAN results in known hard
scenarios, namely multiple possible speakers and small
faces.

In Table 4, we provide a breakdown of MAAS results ac-
cording to the number of possible speakers. Overall, we see
a significant performance increase when comparing MAAS
to the AVA baseline [41] and improvements in all scenarios
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Per LAN Video Nodes
Number of LANs 1 2 3 4 5

1 80.2 84.3 84.9 85.1 85
5 85.4 87.1 87.3 87.4 87.3
9 86.6 87.8 87.9 88.3 88.5
13 87.1 88.1 88.4 88.8 88.5
15 87.1 87.9 88.2 88.5 88.4

Table 3. Graph Structure in MAAS. We ablate the size of the
MAAS-TAN network which is the core data structure of our ap-
proach. We empirically find it beneficial to model multiple speak-
ers at the same time, and find the optimal number of speakers to
be 4. Likewise, longer temporal sampling favors the performance
but diminishes with sequences longer than 13 frames.

Number of Faces MAAS AVA Baseline [41] ASC [2]
1 93.3 87.9 91.8
2 85.8 71.6 83.8
3 68.2 54.4 67.6

Table 4. Performance evaluation by number of faces. We eval-
uate MAAS according to the number of faces visible in the video
frame. While performance decreases with more visible people, our
method outperforms the AVA baseline and current state-of-the-art.

Face Size MAAS AVA Baseline [41] ASC [2]
S 55.2 44.9 56.2
M 79.4 68.3 79.0
L 93.0 86.4 92.2

Table 5. Performance evaluation by face size. We evaluate
MAAS in another challenging scenario: small and medium sized
faces, which cover less than 128×128 pixels and 64×64 pixels, re-
spectively. We observe that MAAS outperforms the current state-
of-the-art, in most scenarios.

when compared to the multi-speaker stack of [2]. Clearly,
the multi-speaker scenario is still quite challenging, but the
improvements highlight that our speech assignation-based
method is especially effective when two or more possible
speakers are present.

In Table 5, we provide a breakdown of MAAS results
according to the size of the face crop. We follow the eval-
uation procedure of [41] and create 3 sets of faces: (S) de-
notes faces smaller than 64×64 pixels, (M) denotes faces
between 64×64 and 128×128 pixels, and (L) denotes any
face larger than 128×128 pixels. Although MAAS does
not explicitly addresses specific face sizes, we observe a
large performance gap when compared to the AVA baseline,
and we improve in most scenarios when compared to the
method of Alcazar et al. [2]. We think this increase in per-
formance is a consequence of better predictions in related
faces, i.e. smaller faces are typically seen in cluttered scenes
with multiple other visible individuals, so our method im-
proves the prediction on these smaller faces by integrating
more reliable information from other speakers.

5. The Talkies Dataset
Given the scarcity of in-the-wild active speaker datasets,

we introduce “Talkies”, a manually labeled dataset for the
active speaker detection task. Talkies contains 23,507 face
tracks extracted from 421,997 labeled frames that yield a
total of 799,446 individual face detections.

In comparison, the Columbia dataset [5] has about
150,000 face crops, while AVA-ActiveSpeaker [41] con-
tains about 5.3 millions (760,000 in validation). Although
AVA-ActiveSpeaker has a larger number of individual sam-
ples, we argue that Talkies is an interesting, complementary
benchmark for three reasons. First, Talkies is more focused
on the challenging multi-speaker scenario with 2.3 speakers
per frame on average, while AVA-ActiveSpeaker averages
only 1.6 speakers per frame. Second, Talkies does not fo-
cus on a single source of videos, as in AVA-ActiveSpeaker
(Hollywood movies). As a consequence, Talkies contains
a more diverse set of actors and scenes, with actors rarely
overlapping between clips. This strikes a hard contrast with
Hollywood movies, where a small cast takes most of the
screen time. Finally, out of screen speech (another chal-
lenge for active speaker detection) is not common in Holly-
wood movies, but it appears more often in Talkies. More
details about Talkies are provided in the supplementary
material.

Training MAAS AVA Baseline [41] ASC [2]
AVA 79.1 71.5 77.4
AVA augmented 79.7 N/A N/A

Table 6. Performance on Talkies. We evaluate MAAS per-
formance on the Talkies dataset. Without any fine-tuning on
Talkies, MAAS (pre-trained on AVA-ActiveSpeaker) outperforms
the baseline by 7.6% and the state-of-the-art by 1.7%. A sim-
ple augmentation targeting out of screen speech during AVA-
ActiveSpeaker training leads to a direct improvement in the chal-
lenging scenes of Talkies.

Now, we evaluate the transferability of our MAAS
method, trained on AVA-ActiveSpeaker, to the Talkies
dataset. No fine-tuning is performed in this case. In Table
6, we compare the results of our best model (MAAS-TAN)
against the AVA baseline of [41] and the ensemble model
of [2] on our new dataset. MAAS outperforms these mod-
els by 7.6% and 1.7%, respectively. These results suggest
that the core strategy proposed in MAAS is not domain-
specific and can be applied to diverse scenarios without
fine-tuning. Moreover, we explore an interesting attribute of
Talkies, namely out of screen speech. To do so, we augment
the training of MAAS on AVA-ActiveSpeaker, such that
we randomly replace a silent audio track (its correspond-
ing frames do not show any active speaker) with a track that
contains speech. This simulates out of screen speech sce-
narios. This artificial substitution is done only during train-
ing and with a probability of 20%. This augmentation does
not increase the amount of supervision at training time and
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Figure 5. Qualitative Results. MAAS-TAN includes a dynamic stream that estimates graph structures from nearest neighbours in feature
space. The connection patterns in this stream are very diverse and often create edges not present in our static graph. We find that such
connectivity allows for information flow between distant audio clips (magenta), inter-speaker relations over multiple time-stamps, and
cross-modal arcs that involve nodes in different frames (orange). For easier visualization, we only show a subset of all the dynamic
connections.

has no empirical impact on the performance of MAAS on
AVA-ActiveSpeaker, since out of screen speech is not com-
mon in Hollywood movies. However, this augmentation
strategy does bring an improvement of 0.6% on Talkies, in-
dicating that MAAS may be flexible enough to handle sce-
narios more general than those in AVA-ActiveSpeaker.

5.1. Qualitative Analysis
We conclude our assessment of MAAS by briefly look-

ing at the connectivity patterns estimated by the dynamic
stream. In Figure 5, we show a complex clip from the
Talkies dataset, in this clip speaker 4 is the only active
speaker. In fact, he narrates over the first frames of this
clip. This scenario (out of screen speech) makes it very dif-
ficult for the baseline to generate accurate predictions on the
first frames resulting in some false positive predictions (see
speaker 2). MAAS on the other hand performs significantly
better, reducing the false positives and effectively detecting
the active speaker.

Empirically, we find that this clip mAP increases from
64% (baseline) to 97.9% (MAAS). We think this improve-
ment is explained by two factors. First, MAAS builds more
consistent temporal relationships for individual speakers, as
its graph structure enforces consistent assignments across
the temporal dimension. Second, the dynamic stream al-
lows for unconventional, yet useful connectivity patterns.
We show some of these patterns in the bottom row of Fig-
ure 5. In blue, we highlight inter-speaker connections across

timestamps. These connections are not part of the static
graph structure, and can potentially encode semantic rela-
tionships between face crops. In magenta, we highlight
audio-to-audio connections that go beyond our initial in-
sight of linking adjacent audio clips. We think these con-
nections allow for long-term temporal consistency between
audio clips. Such consistency is key to resolve complex
scenarios, as is the case with the narration in the selected
clip. Finally, we highlight in orange cross-modal connec-
tions of nodes at different time-stamps. These connections
also differ from those modeled in our static graph, and they
reflect semantic similarities in the audiovisual embedding
of MAAS.

6. Conclusion
We introduced MAAS, a novel multi-modal assigna-

tion technique based on graph convolutional networks, for
the active speaker detection task. Our method focuses
on directly optimizing a graph that simultaneously detects
speech events and estimates the best source (active speaker).
Additionally, we present Talkies, a novel benchmark with
challenging scenarios for active speaker detection, which
serves as a challenging transfer dataset for future research.
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