Click to Move: Controlling Video Generation with Sparse Motion
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Abstract

This paper introduces Click to Move (C2M), a novel framework for video generation where the user can control the motion of the synthesized video through mouse clicks specifying simple object trajectories of the key objects in the scene. Our model receives as input an initial frame, its corresponding segmentation map and the sparse motion vectors encoding the input provided by the user. It outputs a plausible video sequence starting from the given frame and with a motion that is consistent with user input. Notably, our proposed deep architecture incorporates a Graph Convolution Network (GCN) modelling the movements of all the objects in the scene in a holistic manner and effectively combining the sparse user motion information and image features. Experimental results show that C2M outperforms existing methods on two publicly available datasets, thus demonstrating the effectiveness of our GCN framework at modelling object interactions. The source code is publicly available at https://github.com/PierfrancescoArdino/C2M.

1. Introduction

Recent years have witnessed several breakthroughs in the generation of high dimensional data such as images [6, 8, 24] or videos [36, 40]. However, most practical and commercial applications require to control generated visual data on inputs provided by the user. For instance, in image manipulation, photo editing software [1] applies deep learning models to allow users to change portions of an image [27, 31, 48].

Regarding videos, several possible ways to control the generated sequences have been considered. For instance, the generation of frames can be conditioned on simple categorical attributes [13], short sentences [22] or sound [35]. An interesting recent research direction comprises works that attempt to condition the video generation process providing motion information as input [33, 34, 36, 43]. These approaches allow to generate videos of moving faces [43], human silhouettes and, in general, of arbitrary objects [33, 34, 36]. However, these works mainly deal with videos depicting a single object. It is indeed extremely more challenging to animate images and generate videos when multiple objects are present in the scene, as there is no simple way to disentangle the information associated with each object and easily model and control its movement.

This paper introduces Click to Move (C2M), the first approach that allows users to generate videos in complex scenes by conditioning the movements of specific objects through mouse clicks. Fig.1 illustrates the video generation process of C2M. The user only needs to select few objects in the scene and to specify their movements. 2) Our network models the interactions between all objects through the GCN and 3) predicts their displacement. 4) The network produces a realistic and temporally consistent video.
module that predicts motion information from user inputs and image features, and (iii) a generation module that outputs the synthesized frame sequence. In complex scenes with multiple objects, modelling interactions is essential to generate coherent videos. To this aim, we propose to adopt a Graph Neural Network (GCN), which models object interactions and infers the plausible displacements for all the objects in the video, while respecting the user’s constraints. Experimental results show that our approach outperforms previous video generation methods on two publicly available datasets and demonstrate the effectiveness of the proposed GCN framework in modelling object interactions in complex scenes.

Our work is inspired by previous literature that generates videos from an initial frame and the associated segmentation maps [28, 32]. From these works, we inherit a two-stage procedure where we first estimate the optical flows between an initial frame and all the generated frames, and subsequently refine the image obtained by warping the initial frame according to the estimated optical flows. However, our framework improves over these previous works as it allows the user the possibility to directly control the video generation process with simple mouse clicks. Similarly to the work of Hao et al. [12], we propose to control object movements via sparse motion inputs. However, thanks to the GCN, our approach can deal with scenes with multiple objects, while [12] cannot. Furthermore, the method in [12] does not explicitly consider the notion of object, as it does not use any instance segmentation information, and does not model the temporal relation between multiple frames. We instead work on multiple frames and in the semantic space, so the user can intuitively select the object of interest and move it in a temporal consistent way. The use of semantic information is motivated by recent findings in the area of image manipulation where it has been shown that semantic maps are beneficial in complex scenes [2, 20].

Contributions. Overall, the main contributions of our work are as follows:

- We propose Click to Move (C2M), a novel approach for video generation of complex scenes that permits user interaction by selecting objects in the scene and specifying their final location through mouse clicks.
- We introduce a novel deep architecture that leverages the initial video frame and its associated segmentation map to compute the motion representations that enable the generation of frame sequence. Our deep network incorporates a novel GCN that models the interaction between objects to infer the motion of all the objects in the scene.
- Through an extensive experimental evaluation, we demonstrate that the proposed approach outperforms its competitors [28, 32] in term of video quality metrics and can synthesize videos where object movements follow the user inputs.

2. Related Works

Video generation with user control. With the recent progress in deep video synthesis, researchers have focused in designing new approaches that include user input in the generation process. Video generation can be controlled by different means. For example, MoCoGAN [36] disentangles videos into motion and content latent spaces. Therefore, it is possible to control videos by “copying” the action from another video or by changing the identity of the person. Chan et al. [3] propose to generate dance videos following a “do as I do” motion transfer strategy: body poses are estimated for every frame of another video and transferred to control the pose of the person in the generated video. Wiles et al. [43] control human face motion through a driving vector that can be extracted from videos or pose information. Siarohin et al. [33, 34] propose an approach suitable to arbitrary objects and learn motion representations without requiring specific prior knowledge. This approach can be employed with various types of videos, ranging from human bodies to robotics. Regarding audio-visual methods, talking heads video can be generated from an initial image and an input audio clip [4, 43, 50]. In this paper, we propose a novel framework that involves the user in the generation process. However, while previous works mostly focus on generating videos depicting a single object (e.g. a face or human body), we address the more challenging task of video synthesis of complex scenes where multiple objects have to move consistently while accounting for user input.

Future frame prediction. The problem we address in this work is closely related to future frame prediction, which aims to generate a video sequence given its initial frames. Early works formulate the problem as a deterministic prediction task [9, 26, 39]. However, this formulation cannot work on most real world videos due to the inherent motion uncertainty. Thus, recent approaches adopt adversarial [18] or variational [11, 19, 36] formulations that can model stochasticity. Several works focus on the architectural design and propose to estimate optical flow [10, 18, 21, 23] to generate the future frames by warping the previous one. Others works study solutions for long term predictions [14, 29, 38, 47]. Similarly, Li et al. [21] propose a multi-step network that first generates an optical flow, then converts it back to the RGB space to generate novel videos. Instead, Zhang et al. [49] propose to employ an optical flow encoder that maps motion information to a latent space. At test time, different random motion vectors can be sampled to generate video with different motion.

When it comes to complex environment involving multiple objects, additional supervision is highly beneficial. For
example, Wu et al. [44] use video frames, optical flows, instance maps and semantic information together to decouple the background from the dynamic objects and thus predict their trajectory. Similarly, Hao et al. [12] show that providing sparse motion trajectories to their model helps generating videos with higher quality. However, contrary to our approach, their method does not take advantage of instance segmentation and does not model object interactions.

Recently, Pan et al. [28] and Sheng et al. [32] have proposed to get a benefit from segmentation information to improve video generation. Videos are generated from a single frame and the corresponding segmentation map. Both approaches are based on a two-stage procedure. The first stage aims at estimating the optical flow between the initial frame and every generated frame. In the the second stage, the initial frame is warped according to the optical flow and refined by an encoder-decoder network. Inspired from these works, our approach adopts a similar variational auto-encoder framework boosted with optical flow and occlusion supervision. However, we include a novel Graph Convolutional Network (GCN) that models object interactions and takes into account the sparse motion vectors provided by the user.

3. Click to Move framework

We aim at generating a video from its initial frame \(X_0 \in \mathbb{R}^{H \times W \times 3}\) and a set of user-provided 2D vectors that specify the motion of the key objects in the scene. At test time, we assume that we also have at our disposal the instance segmentation maps of the initial frame. Our system is trained on a dataset of videos composed of \(T\) frames with the corresponding instance segmentation maps at every frame. As we will see later, in practice, instance segmentation is obtained using a pre-trained model.

Considering a set of \(C\) classes, we assume that \(N\) objects are detected at time \(t\) in the frame \(X_t \in \mathbb{R}^{H \times W \times 3}\). The instance segmentation is represented via a segmentation map \(S_t \in \{0, 1\}^{H \times W \times C}\), a class label map \(C_t \in \{1, \ldots, C\}^{H \times W}\) and an instance map \(I_t \in \{1, \ldots, N\}^{H \times W}\) that specifies the index for every pixel. At test time, the user provides the motion of the key objects in the scene by combining the object motion vectors provided by the user and the instance features \(z_n\). This module includes a novel Graph Convolutional Network (GCN) that infers the motion of all the objects in the scene by combining the object motion vectors in \(M\) and the image features \(z_n\). This motion module is described in Sec. 3.2 while the details specific to our GCN are given in Sec. 3.1. Finally, the Generation module is in charge of combining the encoded appearance and the predicted motion to generate every frame of the output video.

3.1. Object motion estimation with GCNs

Our GCN aims at inferring the motion of all the objects in the scene by combining the motion vectors provided by the user and the image features \(z_n\). This section first describes the specific message-passing algorithm that we introduce to model the motion vectors. Then we show how our GCN is embedded into a Variational Auto-Encoder (VAE) framework to allow sampling the possible object motions that respect the user’s constraints.

Handling user control with GCNs. We propose to use a graph to model the interactions between the objects in the scene. Each node corresponds to one of the \(N\) objects detected in \(X_0\). The graph is obtained fully connecting all the objects with each other. Let us introduce the following notations: \(f_n\) is the feature vector for the \(n^{th}\) object and is extracted from \(z_n\) via region-wise average pooling. \(d_n \in \mathbb{R}^2\) is the estimated barycenter displacement for the \(n^{th}\) object. Finally, \(u_n \in \{0, 1\}\) is a binary value that specifies whether the object motion has been provided by the user (\(u_n = 1\)) or if it should be inferred (\(u_n = 0\)).

In a standard GCN [45], the layer-wise propagation rule specifies how the features \(f_n^{(k)}\) at iteration \(k\) of the node \(n\) are computed from the features of it neighbouring nodes at the previous iteration \(f_j^{(k-1)}\):

\[
f_n^{(k)} = \sum_{j \in N(n)} \frac{1}{\sqrt{D_{nj}}} \theta^T j f_j^{(k-1)}
\]

where \(N(n)\) denotes the neighbours of the node \(n\), \(\theta\) are the trainable parameters and \(D_{nj}\) is a normalization factor equal to the sum of the degree of the nodes \(n\) and \(j\). In our context, we need to modify this update rule to take into account that
the object motion of each node is either known or unknown. Besides, we propose two different propagation rules for the node features \( f_n \) and the motion vectors \( d_n \). We propose to make these rules depending on \( u_n \). If \( u_n = 1 \), the node corresponds to an object with a motion controlled by the user and we update only the features:

\[
f^{(k)}_n = f^{(k-1)}_n + \sum_{j \in \mathcal{N}(n)} \frac{1}{\sqrt{D_{nj}}} \theta^T_j (f^{(k-1)}_n \oplus d^{(k-1)}_n) \quad (2)
\]

\[
d^{(k)}_n = d^{(k-1)}_n. \quad (3)
\]

Here, \( \theta_j \) denotes the trainable parameters and \( \oplus \) is the concatenation operation. This formulation allows propagating feature information through the node while keeping the object motion constant for the nodes with known motion. Note that, in (2), we opt for a residual update since the messages from the neighbouring nodes are added to the current value \( f^{(k-1)}_n \). Our preliminary results showed that (1) update rule ended up with all the nodes having the exact same features. On the contrary, the residual update that helped objects converging to better features. Indeed, this residual update can be seen as skip connections, similar to those of resnet architectures, that allow gradient information to pass through the node while keeping the object features.

If \( u_n = 0 \), the node corresponds to an object with unknown motion and we update both the features and the motion vector. The feature update remains identical to (2) and the motion vector is updated as follows:

\[
d^{(k)}_n = d^{(k-1)}_n + \sum_{j \in \mathcal{N}(n)} \frac{1}{\sqrt{D_{nj}}} \theta^T_d (f^{(k-1)}_n \oplus d^{(k-1)}_n) \quad (4)
\]

where \( \theta_d \) denotes the trainable parameters for the motion estimation. This novel propagation rule allows to aggregate the information contained in the neighbouring nodes to refine the motion estimation of nodes with unknown motion.

In the next section, we detail how this GCN is embedded into a VAE framework in order to sample possible object motions.

**Overall architecture for motion sampling.** Our GCN is embedded into a VAE framework composed of an encoder and a decoder network. At training time, we employ an encoder and a decoder while only the decoder is used at test time, as illustrated in Fig. 2-Right. Note that the features \( f_n \) condition both the encoder and the decoder. The goal of the encoder network is to map the input value \( d_n \) of every node to a latent space \( z_n \). This encoder is implemented using a GCN that employs the propagation rule described in Sec 3.1 and receives as input \( f_n \oplus d_n \) for every node. For every node, the latent variable \( z_n \) is given by \( f^{(k)}_n \) after the last message propagation update. We assume \( z_n \) follows a unit Gaussian distribution (\( z_n \sim \mathcal{N}(0, 1) \)). The decoder network receives as input the randomly sampled latent variable \( z_n \) for the nodes with unknown motion (i.e. \( u_n = 0 \)) and is trained to reconstruct the input motion \( d_n \). The decoder is implemented with another GCN with the same propagation rules and with inputs \( f^{(0)}_n \oplus d^{(0)}_n \) where \( f^{(0)}_n = f_n \) and:

\[
d^{(0)}_n = \begin{cases} 
\text{FC}(z_n) & \text{if } u_n = 0 \\
\sum_{m=1}^{M} \mathbb{1}(i_m = n) \delta_m & \text{if } u_n = 1.
\end{cases} \quad (5)
\]

where \( \mathbb{1} \) denotes the indicator function and FC(\( . \)) denotes a fully-connected layer that projects the sampled latent variable \( z_n \) to the space of \( d_n \) (i.e. \( \mathbb{R}^2 \)). Intuitively, the sum in (5) iterates over all the objects in \( \mathcal{M} \) to select the corresponding motion vector provided by the user.

At test time, the GCN encoder is not used. The latent variable \( z_n \) is sampled according to our unit Gaussian prior distribution for every object with unknown motion and for-
warded to the decoder. The decoder outputs the 2D motion of every object in the scene.

3.2. Motion encoding

This module is in charge of predicting the optical flows and the occlusion maps between the initial frame $X_0$ and every frame that has to be generated. To this aim, for every time step $t$, we compute a binary tensor $B_t \in \{0, 1\}^{H \times W}$ that specifies the locations of the objects in the scene. At time $t=0$, the object-location map $B_0$ is computed from the instance segmentation map $I_0$:

$$\forall (i, j) \in H \times W, B_0[i, j] = \sum_n 1(I_0[i, j] = n). \quad (6)$$

For $t > 0$, $B_t$ cannot be estimated with the previous equation since $I_t$ is not known at test time. Instead, we consider a simple rigid model for every object and obtain $B_t$ by warping $B_0$ according to the the object motion $d_t$. At training time, $d_t$ is estimated from the segmentation maps while, at test time, we employ $d_t$, which is the displacement predicted by our GCN. Finally, this object-location tensor is mapped to a latent tensor $z_s$ via an encoder $E_S$.

Note that, the output video cannot be fully encoded via the initial frame and the motion of each object since there exist other sources of variability such as the appearance of new objects or change in object sizes. Therefore, we introduce a latent motion variable $z_m$ that encodes all the motion information that cannot be described by $z_s$ and $z_a$. We employ an auto-encoder strategy at training time, estimating $z_m$ from the complete video sequence with an encoder $E_M$. More precisely, $E_M$ receives as input the concatenation of all the video frames, the instance segmentation maps $S_0$ and $I_0$, and the optical flow for every frame. At test time, the latent motion code $z_m$ is sampled according to the prior distribution (i.e. $z_m \sim N(0, I)$).

Finally, we provide the latent variables $z_a$, $z_s$ and $z_m$ to the same decoder, which outputs the bi-directional optical flows and occlusion maps. More precisely, the decoder outputs the forward and the backward optical flow at every time steps denoted by $F_f^t$ and $F_b^t$ respectively and the corresponding occlusion maps $O_f^t$ and $O_b^t$. Note that the backward optical flows and occlusion maps are then provided to the generation modules, while the forward optical flow and occlusion maps are used only for loss computation.

3.3. Generation module and training objectives

We employ a generation module inspired by [34]. After two down-sampling convolutional blocks applied on the initial frame $X_0$, we obtain a feature map. We proceed independently for every frame to generate and warp the feature map according to the optical flow predicted by the motion module. Then we multiply the warped feature map by the occlusion map predicted by the occlusion estimator to diminish the impact of the features corresponding to the occluded parts. Finally, the masked feature maps are fed to a subsequent network to output the generated video. This network is composed of several residual blocks, followed by two up-sampling convolutional blocks.

Objective functions. Our GCN framework employs the evidence lower bound of the VAE framework. It is composed of a reconstruction term on the predicted motion vector and the Kullback-Leibler divergence (KL) between the conditional distribution of $z_n$ and its unit Gaussian prior:

$$\mathcal{L}_{\text{VAE}} = \frac{1}{N} \sum_{n=0}^{N} \|d_n - \hat{d}_n\|_1 - \mathcal{D}_{KL}(z_n \| N(0, I)), \quad (7)$$

where $\hat{d}_n$ is the displacement predicted by the GCN.

Forward-backward Consistency. Similarly to [31], we ensure the cycle consistency between forward and backward optical flows. More precisely, for every non-occluded pixel location $p$, we minimize the $L_1$ distance between the corresponding optical flows:

$$\mathcal{L}_{F_c}(F_f^t, F_b^t) = \frac{1}{T} \sum_{i=1}^{T} \sum_{p} \|O_f^t(p)|F_f^t(p) - F_b^t(p + F_f^t(p))\|_1 + \|O_b^t(p)|F_b^t(p) - F_f^t(p + F_b^t(p))\|_1 \quad (8)$$

Smoothness. Following [32], we employ a smoothness loss that penalizes high gradient values in the optical-flow map that do not correspond to high-gradient values in the image $X_0$ (for more details refer to [32]).

Supervised flow. To improve the quality of the generated videos in our multi-objects setting, we take advantage of a pre-trained FlowNet2 [15] network for optical flow and occlusion estimation. FlowNet2 provides high quality optical flow maps that we use as supervision for our motion decoder network using a standard L1 loss.

Motion Encoding uncertainty. To allow the sampling of $z_m$ at test time, the output of the motion encoder $E_M$ is mapped to a unit Gaussian distribution via the KL-divergence:

$$\mathcal{L}_m = -\mathcal{D}_{KL}(z_m \| N(0, I)) \quad (9)$$

Generation module. The generation module is trained using state-of-the-art losses for video generation. Following [16,25,41] we adopt a PatchGAN discriminator trained with a Least Square loss. For the generator, we apply the structural similarity loss [42], the perceptual loss [17], feature matching loss [41], and a standard pixel-level reconstruction L1 loss.
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4. Experiments

Datasets. We evaluate our model with two publicly available datasets, namely Cityscapes and KITTI 360.

- Cityscapes [7] provides videos at 17 Frames Per Second (FPS) of European urban scenes. We resize all images to $256 \times 128$ resolution for performance reasons. The dataset contains 2975 video sequences for training and 500 video sequences for testing. Since Cityscapes does not provide instance and semantic segmentations for the video sequences, we used [5] to generate them.

- KITTI 360 [46] provides a richly annotated videos at 11 FPS in German suburban areas. We resize all images to $192 \times 64$ resolution. The dataset contains 6941 training videos and 423 test sequences. We aggregate the segmentation categories to match the 19 classes of Cityscapes.

Baselines. We compare with the state-of-the-art model for video generation in complex scenarios, i.e. Sheng et al. [32], which can generate high-quality videos from a staring frame and its associated semantic segmentation map. Since Sheng et al. [32] is not able to generate videos controlling object positions, we modify it by including the object location tensor $B_i$ into the appearance encoder of the original model. We call this model Sheng*. For a fair comparison, we also test our approach with a variant of the method of Sheng et al., referred to as S. Sheng*, where we add our Supervised flow loss that uses the supervision of a pretrained network in order to improve optical flow prediction. We note that Sheng et al. [32] is an extension of Pan et al. [28] and that these two works correspond to the same method. Thus, Pan et al. [28] is not included in our comparison. It is also worth that Hao et al. [12] is not included in the baselines, as it focuses on image generation and does not explicitly model the semantic space. Thus, it would be unfair to compare Hao et al. with our method on the temporal consistency and object displacements in videos.

Settings. We design three test settings to evaluate our proposal extensively.

- Oracle (O). For each video, we select a random object that has to be moved, we feed the networks with the ground truth displacements between the first and last frames, and let the models generate the video. This setting evaluates the network capacity to benefit from the given sparse motion information.

- Custom. For each input video, we select a random object that has to be moved, we feed the networks with displacement shifted by $\lambda = 1.5$ (i.e. $d'_{in} = \lambda d_i$) and let the models generate the video. This setting evaluates the network capacity to condition the video on sparse motion inputs, which are different from the ground truth. Then, we also experiment a drastic scenario where all the objects are moved following the Custom. In this experiments, all future positions are provided as input. In this experiment, the GCN can be by-passed since $u_n = 1$ for every object. This experiments differ from Ground truth and Custom where our GCN has to infer the plausible future positions of all the objects that are not provided by the user. In all our experiments, we generate 5 future frames starting from the provided initial frame.

Evaluation metrics.

- FVD. We adopt the Fréchet video distance (FVD) metric [37] to evaluate both the video quality and temporal consistency of generated frames. We compute the FVD between the ground truth test videos and the generated ones. The lower the FVD, the better.

- NDE. We measure the adherence of generated videos with the user-provided motions by computing the Normalised Displacement Error (NDE) as the Euclidean distance between the coordinate specified by the user and the coordinate where the object ends-up in the generated video, which is then normalised Euclidean distance of the ground truth starting coordinate and the ending one. All object’s positions are detected through YOLOv3 [30]. We discard the objects that cannot be detected in the ground truth videos due to the resolution of videos, or because objects are too small to be correctly detected by YOLOv3. The lower the NDE, the better.

- Acc. The object’s positions in generated videos can be difficult to track due to the presence of artifacts, occlusions and low-quality images. Thus, we report here the Accuracy (Acc) of the YOLOv3 detector in generated videos. The higher the Accuracy, the better.

<table>
<thead>
<tr>
<th>Model</th>
<th>FVD↓</th>
<th>NDE↓</th>
<th>Acc↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Our proposal</td>
<td>288</td>
<td>1.01</td>
<td>0.84</td>
</tr>
<tr>
<td>B: (A) w/o GCN</td>
<td>369</td>
<td>1.42</td>
<td>0.70</td>
</tr>
<tr>
<td>C: (A) w/o Obj. Interactions</td>
<td>375</td>
<td>1.38</td>
<td>0.76</td>
</tr>
<tr>
<td>D: (A) w/o Sup.</td>
<td>301</td>
<td>1.13</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Table 1. Ablation study results on Cityscapes.

4.1. Ablation Study

We conduct an ablation study on Cityscapes to evaluate the impact of the individual components of the model. We begin by testing the contribution of our GCN by removing the motion estimation module and directly use the object location tensor of the user-controlled object $B_i$ in the appearance encoder. Table 1-B shows that removing the motion estimator leads to a drop in all three metrics. Without the GCN, the network cannot infer the positions of the objects in the scene and fails at moving the object. The quality of the video decreases as well (FVD 369 vs FVD 289).
Quantitative comparison. We compare our method with the method of Sheng et al. [32], and its modifications, namely Sheng* and S. Sheng*. To the best of our knowledge, the method of Sheng et al. [32] model is the most similar work that generates videos in complex environments also leveraging the semantic space of frames.

Tab. 2 shows the quantitative evaluation of all the models. We first compare our proposal in the Oracle setting, where the displacement $d_n$ of one random object $n$ is computed from ground truth frames. From NDE and Acc, we observe that our approach consistently outperforms state-of-the-art methods by enabling the user to move objects more precisely in both the datasets (see Tab. 2-Oracle results). In particular, NDE decreases from Sheng et al. [32] results by 47% and 53% in Cityscapes and KITTI 360, respectively. Regarding the video quality, which evaluates both the temporal consistency and video quality, we significantly improve the state-of-the-art performance in Cityscapes (FVD decreases by 22.79% from [32]), while in KITTI 360 we are slightly worse than Sheng et al. [32]. We hypothesize this result is caused by the low frame rate of KITTI 360, which rewards Sheng et al. [32] that is dominated by modelling only the ego-motion, while ignoring other objects’ movements. Through Sheng* results, we note that adding the information to move the objects in the scene helps the baseline through NDE, but the video quality decreases significantly. Only through additional supervision (i.e. S. Sheng*), FVD partially decreases. However, our model is far better at moving the objects in the scene, while having better video quality than Sheng* and S. Sheng*.

Tab. 2-_Custom also shows the Custom experiment, where $d_i$ is multiplied by $\lambda = 1.5$ from the ground truth displacement. Again, we observe that our proposal offers better control of the object’s movements compared to state-of-the-art approaches and improves video quality. Our approach moves objects to positions that differ from the ground truth, showing that the Motion Encoding module correctly follows the user inputs, infers the missing objects and composes them in a temporally consistent manner.

We also perform experiments where we ask the models to move all objects (i.e. $N$ objects) with the Custom setting. The last rows of Tab. 2 show that our proposal achieves the best results even at this “drastic” task.

Finally, we note that, our approach without supervised optical flow (Tab.1-D) outperforms the existing approaches compared in Tab. 2 both in terms of video quality and object control. This result confirms that the performance of our approach are not due to our use of supervision for optical flow but rather to our architecture.

<table>
<thead>
<tr>
<th>Setting (N)</th>
<th>Model</th>
<th>Cityscapes</th>
<th>KITTI 360</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FVD↓ NDE↓ Acc↑ FVD↓ NDE↓ Acc↑</td>
<td></td>
</tr>
<tr>
<td>Custom</td>
<td>Sheng [32]</td>
<td>373 2.11 0.68</td>
<td>443 3.92 0.68</td>
</tr>
<tr>
<td></td>
<td>Sheng*</td>
<td>373 2.22 0.58</td>
<td>507 3.66 0.66</td>
</tr>
<tr>
<td></td>
<td>S. Sheng*</td>
<td>493 1.78 0.57</td>
<td>527 3.79 0.33</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>288 1.01 0.84</td>
<td>463 1.83 0.75</td>
</tr>
<tr>
<td>Custom</td>
<td>Sheng [32]</td>
<td>373 1.53 0.66</td>
<td>443 3.98 0.62</td>
</tr>
<tr>
<td></td>
<td>Sheng*</td>
<td>373 1.61 0.57</td>
<td>506 3.27 0.60</td>
</tr>
<tr>
<td></td>
<td>S. Sheng*</td>
<td>493 1.41 0.59</td>
<td>527 3.34 0.30</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>303 0.66 0.88</td>
<td>470 2.06 0.81</td>
</tr>
<tr>
<td>Custom</td>
<td>Sheng [32]</td>
<td>373 1.48 0.73</td>
<td>443 2.93 0.48</td>
</tr>
<tr>
<td></td>
<td>Sheng*</td>
<td>373 1.47 0.67</td>
<td>506 3.19 0.49</td>
</tr>
<tr>
<td></td>
<td>S. Sheng*</td>
<td>493 1.38 0.60</td>
<td>527 2.71 0.24</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>321 0.96 0.86</td>
<td>464 1.58 0.72</td>
</tr>
</tbody>
</table>

Table 2. Quantitative comparison in the Oracle and Custom setting. N is the number of user-controlled objects. N = 1 selects one object at random.

![Figure 3](image-url) Quality comparison in the Oracle setting. The position of the moved object at $t = 0$ is highlighted in red. Zoom for details.

Then, we test a version of the GCNs that does not model the interactions between objects. To do so, we remove all the edges between the nodes of the GCN, thus considering each object as independent. Tab. 1-C shows that, while the object is correctly moved (NDE and Acc are similar to A), the video quality is considerably worse. In the Supplementary Material, we qualitatively show that the network cannot move the other objects consistently.

Finally, we also test the network without flow supervision (i.e. Tab. 1-D). As expected, the performance decreases in NDE and FVD. Nevertheless, the quality of the image quality measured with FVD remains higher than when we do not model object interactions (i.e. Tab. 1-C).

4.2. Comparison with State-of-the-art

The last rows of Tab. 2 show that our proposal achieves the best results even at this “drastic” task.

Finally, we note that, our approach without supervised optical flow (Tab.1-D) outperforms the existing approaches compared in Tab. 2 both in terms of video quality and object control. This result confirms that the performance of our approach are not due to our use of supervision for optical flow but rather to our architecture.
Figure 4. Results of predicting the frames $t+1$, $t+3$, and $t+5$ on the Cityscapes dataset [7] with ground truth reference. On first three columns, we move the pedestrian near the semaphore to left. On the last three columns we move car crossing the street. The position of the moved object at $t = 0$ is highlighted in red. Zoom for details.

**Qualitative comparison.** We now report the qualitative comparison for the tested models. Fig. 4 shows the results of two groups of experiments, where we feed the network with two different initial frames. In the first group of images, we want to move to the left the pedestrian that in the ground truth is in the position highlighted with the red bounding box. All three baselines fail to move the pedestrian. Sheng et al. [32] only moves the ego vehicle slightly to the right, leaving the pedestrian in the same position, while moving the entire scene. Sheng* and S. Sheng* moves the ego vehicle forward but fail at moving the pedestrian, which stays exactly in the same position in all the frames. C2M, instead, correctly and gradually moves to the left of the pedestrian, which goes out the red bounding box.

In the second group of images in the last three columns of Fig. 4, we aim to move a car that in the ground truth was in the position highlighted in red. Sheng et al. [32] can only move the ego-motion forward while the car remains in the same starting position. The other two baselines slightly move the car but not to the desired position specified by the user. However, our proposal significantly moves the car to the left, which goes partially out from the bounding box, while changing very little in the ego-motion of the video.

Finally, Fig. 3 shows a qualitative example of how our model can modify the van’s position with different displacement. Moving it to the ground truth position ($\lambda = 1$) and to custom coordinates ($\lambda = 1.5$). As seen in the previous experiment, the baseline fails at moving the white van to the left. Instead, it stretches the back of the van. In contrast, with $\lambda = 1$ and $\lambda = 1.5$ the van goes from the bounding box with different horizontal shifts, depicting that our network can correctly change the position of the van to the user-specified positions.

**5. Conclusions**

In this work, we introduce *Click to Move*, a framework for video generation that allows the user to select key objects in the scene and control their motion by specifying their position in the last video frame. At test time, our approach receives the initial frame and the corresponding instance segmentation maps to generate a video that starts from the provided frame and respects the object motion constraints specified by the user. Objects in a scene are often not independent one from another. Thus, we introduce a novel GCN framework that employs specific message-passing rules to model object interaction while accounting for the user inputs. Experimentally, we demonstrate that our method outperforms state-of-the-art approaches and that the proposed GCN architecture allows better motion control. As future works, we plan to extend our approach to allow the generation of videos with variable length.
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