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Abstract

In few-shot learning scenarios, the challenge is to gen-
eralize and perform well on new unseen examples when
only very few labeled examples are available for each
task. Model-agnostic meta-learning (MAML) has gained
the popularity as one of the representative few-shot learn-
ing methods for its flexibility and applicability to diverse
problems. However, MAML and its variants often resort to
a simple loss function without any auxiliary loss function
or regularization terms that can help achieve better gen-
eralization. The problem lies in that each application and
task may require different auxiliary loss function, especially
when tasks are diverse and distinct. Instead of attempting
to hand-design an auxiliary loss function for each applica-
tion and task, we introduce a new meta-learning framework
with a loss function that adapts to each task. Our proposed
framework, named Meta-Learning with Task-Adaptive Loss
Function (MeTAL), demonstrates the effectiveness and the
flexibility across various domains, such as few-shot classifi-
cation and few-shot regression.

1. Introduction

Training deep neural networks entails a tremendous
amount of labeled data and the corresponding efforts, which
hinder the prompt application to new domains. As such,
there has been growing interests in few-shot learning, in
which the goal is to imbue the artificial intelligence systems
with the capability of learning new concepts, given only few
labeled examples (e.g. support examples). The core chal-
lenge in few-shot learning is to alleviate the susceptibility of
deep neural networks to overfitting under few-data regime
and achieve generalization on new examples (e.g. query ex-
amples).

Recently, meta-learning [34, 40], a.k.a. learning-to-
learn, has emerged as one of the prominent methods for
few-shot learning. Meta-learning is used in the field of
few-shot learning to learn a learning framework that can
adapt to novel tasks and generalize under few-data regime.

Figure 1. Overview of inner-loop optimization in optimization-
based meta-learning frameworks. (a) Conventional approaches,
such as MAML [10], utilize a fixed given classical loss func-
tion (e.g. cross entropy for classification) during adaptation to a
task. (b) Our proposed scheme, MeTAL, instead meta-learns a
loss function whose parameters ϕ are made adaptive to the current
task state τ at the j-th step of adaptation to the i-th task.

Among the meta-learning algorithms, optimization-based
meta-learning has enjoyed the attention from different do-
mains for its flexibility that enables application across di-
verse domains. Optimization-based meta-learning algo-
rithms are often formulated as bi-level optimization [10,
25, 29]. In such formulation, an outer-loop optimization
trains a learning algorithm to achieve generalization while
an inner-loop optimization uses the learning algorithm to
adapt a base learner to a new task with few examples.

Model-agnostic meta-learning (MAML) [10], one of the
seminal optimization-based meta-learning methods, learns
an initial set of values of network weights to achieve gen-
eralization. The learned initialization serves as a good
starting point for adapting to new tasks with few exam-
ples and few updates. Although the learned initialization is
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trained to be a good starting point, MAML often faces the
difficulty to achieve generalization, especially when tasks
are diverse or significantly different between training and
test phases [9]. Several works attempted to overcome the
difficulty either by attempting to find a better initializa-
tion [5, 13, 11, 15, 43, 47] or a better fast adaptation process
(inner-loop update rule) [2, 7, 19, 20, 32]. However, these
methods resort to a simple loss function (e.g. cross-entropy
in classification) in the inner-loop optimization even though
other auxiliary loss functions, such as ℓ2 regularization
terms, can help achieve better generalization [4].

On the other hand, we focus on designing a better loss
function for the inner-loop optimization in MAML frame-
work. As outlined in Figure 1, we propose a new framework
called Meta-Learning with Task-Adaptive LLoss Function
(MeTAL) to learn an adaptive loss function that leads to
better generalization for each task. Specifically, MeTAL
learns a task-adaptive loss function via two meta-learners:
one meta-learner for learning a loss function and one meta-
learner for generating parameters that transform a learned
loss function. Our task-adaptive loss function is designed
to be flexible in that both labeled (e.g. support) and unla-
beled (e.g. query) examples can be used together to adapt a
base learner to each task during the inner-loop optimization.

The experimental results demonstrate that MeTAL
greatly improves the generalization of MAML. Owing to
the simplicity and flexibility of MeTAL, we further demon-
strate its effectiveness not only across different domains but
also other MAML-based algorithms. When applied to other
MAML-based algorithms, MeTAL consistently brings a
substantial boost in generalization performance, introduc-
ing a new state-of-the-art performance among MAML-
based algorithms. This alludes to the significance of a
task-adaptive loss function, which has drawn less attention
in contrast to initialization schemes and inner-loop update
rules. Overall experimental results underline that learning a
better loss function for the inner loop optimization is impor-
tant complementary component to learning a better inner-
loop update or a better initialization.

2. Related Work
Few-shot learning aims to address scenarios where only

few examples are available for each task. The ultimate
goal is to learn new tasks with these given few examples
while achieving generalization over unseen examples. To
this end, meta-learning algorithms attempt to tackle the few-
shot learning problem via the learning of prior knowledge
from previous tasks, which is then used to adapt to new
tasks without overfitting [8, 14, 34, 35, 40].

Depending on how the learning of prior knowledge and
task adaptation process are formulated, meta-learning sys-
tems can generally be classified into metric-learning-based,
black-box or network-based, and optimization-based ap-

proaches. Metric-learning-based approaches encode prior
knowledge into an embedding space where similar (differ-
ent) classes are closer (further apart) from each other [21,
17, 37, 38, 42]. Black-box or network-based approaches
employ a network or external memory to directly gen-
erates weights [23, 24], weight updates [1, 14, 29], or
predictions [22, 33]. Meanwhile, optimization-based ap-
proaches employ bi-level optimization to learn the learn-
ing procedures, such as initialization and weight updates,
that will be used to adapt to new tasks with few exam-
ples [2, 4, 5, 10, 20, 25, 36].

In this work, we focus on model-agnostic meta-learning
(MAML) algorithm [10], one of the most popular instances
of the optimization approaches, owing to its simplicity and
applicability across diverse problem domains. MAML for-
mulates prior knowledge as a learnable initialization, from
which good generalization performance can be achieved for
a new task after gradient-based fine-tuning with the given
few examples. While MAML is known for its simplicity
and flexibility, it is also known for its relatively low gen-
eralization performance. There has been recent studies on
improving the overall performance either by enhancing the
learning scheme of initialization [5, 15, 32, 41, 43] or im-
proving gradient-based fine-tuning process [2, 4, 20, 36].

However, the aforementioned works still employ only a
common loss function corresponding to a task (e.g. cross-
entropy in classification) during the inner-loop optimiza-
tion. Common deep learning frameworks, on the other
hand, often use auxiliary loss terms, such as ℓ2 regulariza-
tion term, in an effort to prevent overfitting. As the goal of
few-shot learning is to achieve generalization over unseen
examples after adaptation with only few examples, using
auxiliary loss terms seems like a natural choice. Few re-
cently introduced methods have applied auxiliary loss func-
tions in the inner-loop optimization to reduce the compu-
tational cost [18, 28] or improve the generalization [12].
Other works attempted to learn loss functions for rein-
forcement learning (RL) [39, 45, 46, 48], supervised learn-
ing [6], and incorporating unsupervised learning into few-
shot learning [3]. However, loss functions from these meth-
ods either have task-specific requirements, such as environ-
ment interaction in RL, or remain fixed after training. Fixed
loss functions may be disadvantageous when new tasks may
prefer different loss functions, especially in case train tasks
and new tasks are significantly different (e.g. cross-domain
few-shot classification [9]).

To this end, we propose a new meta-learning framework
with a task-adaptive loss function (MeTAL). In particular,
a task-specific loss function is learned by a meta-network
whose parameters are adapted to the given task. Not only
does MeTAL achieve outstanding performance, but it also
maintains the simplicity and can be used jointly with other
meta-learning algorithms.
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Algorithm 1 Meta-learning with task-adaptive loss
Require: Task distribution p(T )
Require: Learning rates α, η
Require: Base learner network f , meta-networks g, l

1: Randomly initialize θ,ϕ,ψ
2: while not converged do
3: Sample a batch of tasks Ti ∼ p(T )
4: for each task Ti do
5: Sample support set DS

i = {(xs
i ,y

s
i )}Ks=1 from Ti

6: Sample query set DQ
i = {(xq

i ,y
q
i )}Mq=1 from Ti

7: Initialize θi,0 = θ
8: for j in number of inner-loop updates J do
9: Adapt θi,j+1 ← θi,j using Algorithm 2

10: end for
11: Compute the loss on the query set:

L(DQ
i ;θi,J) = L(f(x

q
i ;θi,J),y

q
i )

12: end for
13: Perform gradient descent to update weights:

(θ,ϕ,ψ)← (θ,ϕ,ψ)− η∇(θ,ϕ,ψ)

∑
Ti
L(DQ

i ;θi,J)

14: end while

3. Proposed Method

3.1. Preliminaries

3.1.1 Problem formulation

We first introduce the preliminaries on meta-learning in the
context of few-shot learning. The meta-learning framework
assumes a collection of tasks {Ti}Ti=1, each of which is as-
sumed to be drawn from a task distribution p(T ). Each task
Ti consists of two disjoint sets of a dataset Di: a support set
DS

i and a query setDQ
i . Each set, in turn, consists of a num-

ber of pairs of input x and output y: DS
i = {(xs

i ,y
s
i )}Ks=1

and DQ
i = {(xq

i ,y
q
i )}Mq=1.

The goal of meta-learning is to learn a learning algorithm
(formulated by a model with parameters ϕ) that can quickly
learn tasks from a task distribution p(T ). The learned learn-
ing algorithm is then leveraged to learn a new task Ti by
adapting a base learner, parameterized by θ, using the task
support examples DS

i , which is given by:

θi = argmin
θ

L(DS
i ;θ,ϕ), (1)

where L denotes a loss function that evaluates the perfor-
mance on a task. As the support set DS

i is used to learn a
task, few-shot learning is often called k-shot learning when
k number of support examples is available for each task
(|DS

i | = K = k).
The resultant task-specific base learner is represented by

parameters θi. The learned learning algorithm parameter-
ized by ϕ is then evaluated on how a task-specific base
learner θi generalizes to unseen query examples DQ

i . Thus,

Algorithm 2 Inner-loop update subroutine
Require: Weights θi,j of the base learner f
Require: Meta-networks g, l with parameters ϕ
Require: Support set examples DS

i

Require: Unlabeled query set examples {xq
i }Mq=1 if semi-

supervised setting
1: Compute the base learner output on the support set

f(xs=1:K
i ;θi,j) = {f(xs

i ;θi,j)}Ks=1

2: Compute the loss on the support set:
L(DS

i ;θi,j) = L(f(xs=1:K
i ;θi,j),y

s
i )

3: Compute the task state:
4: if supervised then
5: τi,j = [L(DS

i ;θi,j),θi,j , {f(xs=1:K
i ;θi,j)}Ks=1]

6: else if semi-supervised then
7: Compute the base learner output on the query set

f(xq=1:M
i ;θi,j) = {f(xq

i ;θi,j)}Mq=1

8: τi,j = [L(DS
i ;θi,j),θi,j ,

f(xs=1:K
i ;θi,j), f(x

q=1:M
i ;θi,j)]

9: end if
10: Compute the affine transformation parameters:

γi,j ,βi,j = g(τi,j ;ψ)
11: Adapt the loss function parameters:

ϕ′
i,j = γi,jϕ+ βi,j

12: Compute task-adaptive loss: Lϕ′
i,j
(τi,j)

13: Perform gradient descent to adapt f to Ti:
θi,j+1 = θi,j − α∇θi,jLϕ′

i,j
(τi,j)

the objective of the meta-learning algorithm becomes,

ϕ∗ = argmin
ϕ

E
Ti∼p(T )

[L(DQ
i ;θi,ϕ)]. (2)

3.1.2 Model-agnostic meta-learning

MAML [10] encodes prior knowledge into a learnable ini-
tialization that serves as a good initial set of values for
weights of a base learner network across tasks. This for-
mulation, in which meta-learning initialization for a base
learner, leads to bi-level optimization: inner-loop optimiza-
tion and outer-loop optimization. For the inner-loop opti-
mization, a base learner is fine-tuned with support exam-
ples DS

i , from the learnable initialization θ, to each task
for a fixed number of weight updates via gradient descent.
Thus, after initializing θi,0 = θ, the task adaptation objec-
tive (Equation (1)) is minimized via gradient-descent. The
inner-loop optimization at j-th step is denoted as:

θi,j+1 = θi,j − α∇θi,jL(DS
i ;θi,j). (3)

Then, after J number of inner-loop update steps, the task-
specific base learner parameters θi become θi,J .

In the case of the outer-loop optimization, the meta-
learned initialization θ is evaluated by the generalization
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performance of the task-specific base learner with param-
eters θi (or θi,J ) on unseen query examples DQ

i . The
evaluated generalization on unseen examples is then used
as a feedback signal to update the initialization θ. In
other words, MAML minimizes the objective of the meta-
learning algorithm, as in Equation (2), as follows:

θ ← θ − η∇θ
∑
Ti

L(DQ
i ;θi). (4)

3.2. Meta-learning with Task-Adaptive Loss Func-
tion (MeTAL)

3.2.1 Overview

Previous meta-learning formulations assume a fully-
supervised setting for a given task Ti where they use labeled
examples in the support setDS

i to find the task-specific base
learner θi through minimizing a fixed given loss function
L. On the other hand, we aim to control or meta-learn a
loss function itself that would regulate the whole adaptation
or inner-loop optimization process for better generalization.
We start with meta-learning an inner-loop optimization loss
function Lϕ(·), modeled by a small neural network with its
meta-learnable parameters ϕ. Thus, the inner-loop update
in Equation (3) becomes,

θi,j+1 = θi,j − α∇θi,jLϕ(τi,j), (5)

where τi,j denotes the task state for Ti at time-step j, which
is usually just the support set DS

i in the case of the typical
meta-learning formulation, as in Equation (3). As differ-
ent tasks (especially under cross-domain scenarios [9]) may
prefer different regularization or auxiliary loss functions or
even loss functions itself during adaptation to achieve bet-
ter generalization, we aim to learn to adapt a loss function
itself to each task. To enable a meta-learned loss function
to be adaptive, one natural design choice could be to per-
form gradient descent, similar to how base learner parame-
ters θi are updated as in Equation (3). However, such design
would result in a large computation graph, especially if a
meta-learning algorithm is trained with higher-order gradi-
ents. Alternatively, affine transformation could be applied
to make a loss function adaptive to the given task. Affine
transformation conditioned on some input has been proved
to be effective by several works in making feature responses
adaptive [27, 26, 16] and making meta-learned initialization
adaptive [43]. In order to make a loss function task-adaptive
without huge computation burden, we propose to dynami-
cally transform loss function parameters ϕ via affine trans-
formation:

ϕ′ = γϕ+ β, (6)

where ϕ are the meta-learnable loss function parameters
and γ,β are the transformation parameters generated by the
meta-learner g(τj ;ψ) which is parameterized by ψ.

To train our meta-learning framework to generalize
across different tasks, which involves optimizing the param-
eters θ, ϕ, and ψ, the outer-loop optimization is performed
with each task Ti given the respective task-specific learner
θi and its examples in the query set DQ

i as in,

(θ,ϕ,ψ)← (θ,ϕ,ψ)− η∇(θ,ϕ,ψ)

∑
Ti

L(DQ
i ;θi). (7)

The overall training procedure of our method is summarized
in Algorithm 1.

3.2.2 Task-adaptive loss function

Since our loss meta-learner Lϕ and the meta-learner gψ are
modeled using neural networks, their inputs can be formu-
lated to contain auxiliary task-specific information on the
intermediate learning status, which we define as a task state
τ . At j-th inner-loop step for a given task Ti, in addition
to classical loss information L(DS

i ;θi,j) (evaluated on the
labeled support set examples DS

i ), auxiliary learning state
information, such as the network weights θi,j and the out-
put values f(xs

i ;θi,j), can be included in the task state τi,j .
Moreover, we can also include the base learner re-

sponses on the unlabeled examples xq
i from the query set

in the task state, which enables the inner-loop optimiza-
tion to perform semi-supervised learning. This shows that
our framework can use such additional task-specific infor-
mation for fast adaptation, which was rarely utilized in
previous MAML-based meta-learning algorithms, whereas
metric-based meta-learning algorithms, such as [21], at-
tempt to utilize unlabeled query examples to maximize the
performance. The semi-supervised inner-loop optimiza-
tion maximizes the advantage of transductive setting (all
query examples are assumed to be available at once), which
MAML-based algorithms have implicitly used for better
performance [25]. The procedure of inner-loop optimiza-
tion with the task-adaptive loss function for both supervised
and semi-supervised setting is organized in Algorithm 2.

3.2.3 Architecture

For our task-adaptive loss functionLϕ, we employ a 2-layer
MLP with ReLU activation between the layers, which re-
turns a single scalar value as output. For the improved com-
putational efficiency, the task state τi,j used in the inner-
loop optimization is formulated as a concatenation of mean
of support set losses L(DS

i ;θi,j), layer-wise means of base
learner weights θi,j , and example-wise mean of base learner
output values f(xs

i ;θi,j). Assuming a L-layer neural net-
work for the base learner f which returns N -dimensional
output values (for N -way classification), the dimension of
the task state τi,j becomes 1 + L + N , which is compu-
tationally minimal. This can slightly increase under the
semi-supervised learning setting where additional informa-
tion can be derived from the responses of a base learner
f(xq

i ;θi,j) on the unlabeled query examples.
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Meta-network gψ also employs a 2-layer MLP with
ReLU activation between the layers. The network pro-
duces layer-wise affine transformation parameters that are
applied to the loss function parameters ϕ. Since our meta-
learning framework does not impose any constraint on the
base learner f and its target applications, our formulation
is general and can be readily applied to any gradient-based
differentiable learning algorithm. For more details, please
refer to the supplementary document and our code1.

4. Experiments

In this section, we perform experiments on several few-
shot learning problems, such as few-shot classification,
cross-domain few-shot classification, and few-shot regres-
sion to corroborate the effectiveness of task-adaptive loss
functions. All experimental results by our proposed method
MeTAL are performed with semi-supervised inner-loop op-
timization, in which labeled support examples and unla-
beled query examples are used together for the inner-loop
optimization. Note that we do not use extra data and that
MeTAL simply takes more benefits from a transductive set-
ting (all query examples are available at once), which other
MAML-variants also employ for higher performance [25].

4.1. Few-shot classification

In few-shot classification, each task is defined as N -way
k-shot classification, in which N is the number of classes
and k is the number of examples (shots) per each class.

4.1.1 Datasets

The most commonly used datasets for few-shot classifi-
cation are two ImageNet[31]-derivative datasets: miniIm-
ageNet [29] and tieredImageNet [30]. Both datasets are
composed of three disjoint subsets (train, validation, and
test sets), each of which consists of images with the size
of 84 × 84. The datasets differ in how classes are split
into disjoint subsets. miniImageNet randomly samples and
groups classes into 64 classes for meta-training, 16 for
meta-validation, and 20 for meta-test [29]. tieredImageNet,
on the other hand, groups classes into 34 categories accord-
ing to ImageNet class hierarchy and splits groups into 20
categories for meta-training, 6 for meta-validation, and 8
for meta-test [30] in an effort to minimize class similarities
between the three disjoint sets.

4.1.2 Results

We assess our method MeTAL and compare with other
MAML variants on miniImageNet and tieredImageNet un-
der two typical settings: 5-way 5-shot and 5-way 1-shot

1The code is available at https://github.com/baiksung/
MeTAL

classification, as presented in Table 1. The results demon-
strate that not only does MeTAL greatly improve the gen-
eralization performance of MAML but also can be ap-
plied in conjunction with other MAML variants, such as
MAML++ [2] and ALFA [4], to bring further improve-
ment. MAML++ learns fixed step-and-layer-wise inner-
loop learning rates while ALFA learns task-adaptive inner-
loop learning rates and regularization terms. Although these
methods do not consider a loss function to be learnable, if a
loss function is regarded as a part of the model, then MeTAL
may be seen as a more general extension of these meth-
ods. However, the further improvement brought by MeTAL
upon these methods demonstrates that improving the inner-
loop optimization objective function is not just a simple ex-
tension but a complementary and orthogonal factor. The
major contribution of MeTAL lies in formulating an inner-
loop loss function to be learnable and task-adaptive. Fur-
thermore, MeTAL, together with ALFA [4], greatly outper-
forms other models that either use larger networks, such as
DenseNet or WideResNet, or are pretrained or trained with
data augmentation. These results suggest the effectiveness
of our learned task-adaptive loss function in achieving bet-
ter generalization.

4.2. Cross-domain few-shot classification

Cross-domain few-shot classification, introduced by
Chen et al. [9], tackles a more challenging and practical
few-shot classification scenario, where meta-train tasks and
meta-test tasks are sampled from different task distribu-
tions. Such scenario is intentionally designed to create a
large domain gap between meta-train and meta-test, thereby
assessing the susceptibility of meta-learning algorithms to
meta-level overfitting. Specifically, a meta-learning algo-
rithm can be said to be meta-overfitted if the algorithm is too
dependent on prior knowledge from previously seen meta-
train tasks, instead of focusing on the given few examples
to learn a new task. This meta-level overfitting will result
in a learning system being more likely to fail to adapt to a
new task that is sampled from substantially different task
distributions.
4.2.1 Datasets

To simulate such challenging scenario, Chen et al. [9] first
meta-trains algorithms on miniImageNet [29] and evaluates
them on CUB dataset (CUB-200-2011) [44] during meta-
test. In contrast to ImageNet that is compiled for general
classification tasks, CUB targets fine-grained classification.
Following the protocol from [9], 200 classes of the dataset
are split into 100 meta-train, 50 meta-validation, and 50
meta-test sets.

4.2.2 Results

Table 2 presents the performance of MAML [10], one of
recent MAML variants ALFA [4], and MeTAL when they
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Model Base learner miniImageNet tieredImageNet

Backbone 1-shot 5-shot 1-shot 5-shot

MAML + L2F [5] 4-CONV 52.10± 0.50% 69.38± 0.46% 54.40± 0.50% 73.34± 0.44%
MAML [10] 4-CONV 48.70± 1.75% 63.11± 0.91% - -
MAML‡ 4-CONV 49.64± 0.31% 64.99± 0.27% 50.98± 0.26% 66.25± 0.19%
MeTAL (Ours) 4-CONV 52.63± 0.37% 70.52± 0.29% 54.34± 0.31% 70.40± 0.21%

MAML++ + SCA [3] 4-CONV 54.24± 0.99% 71.85± 0.53% - -
MAML++ [2] 4-CONV 52.15± 0.26% 68.32± 0.44% - -
MAML++ + MeTAL (Ours) 4-CONV 57.18± 0.42% 72.89± 0.44% 59.93± 0.36% 75.39± 0.29%

ALFA + MAML [4] 4-CONV 50.58± 0.51% 69.12± 0.47% 53.16± 0.49% 70.54± 0.46%
ALFA + MeTAL (Ours) 4-CONV 57.75± 0.38% 74.10± 0.43% 60.29± 0.37% 75.88± 0.29%

MAML++ [2] DenseNet 58.37± 0.27% 75.50± 0.19% - -
SCA + MAML++ [3] DenseNet 62.86± 0.79% 77.64± 0.40% - -
MAML + L2F [5] ResNet12 59.71± 0.49% 77.04± 0.42% 64.04± 0.48% 81.13± 0.39%

MAML‡ ResNet12 58.60± 0.42% 69.54± 0.38% 59.82± 0.41% 73.17± 0.32%
MeTAL (Ours) ResNet12 59.64± 0.38% 76.20± 0.19% 63.89± 0.43% 80.14± 0.40%

ALFA + MAML [4] ResNet12 59.74± 0.49% 77.96± 0.41% 64.62± 0.49% 82.48± 0.38%
ALFA + MeTAL (Ours) ResNet12 66.61± 0.28% 81.43± 0.25% 70.29± 0.40% 86.17± 0.35%

SNAIL [22] ResNet12 55.71± 0.99% 68.88± 0.92% - -
AdaResNet [24] ResNet12 56.88± 0.62% 71.94± 0.57% - -
TADAM [26] ResNet12 58.50± 0.30% 76.70± 0.30% - -
LEO-trainval∗ [32] WRN-28-10 61.76± 0.08% 77.59± 0.12% 66.33± 0.05% 81.44± 0.09%
MetaOpt † [18] ResNet12 62.64± 0.61% 78.63± 0.46% 65.99± 0.72% 81.56± 0.53%

* Pretrained
† Trained with data augmentation.
‡ Reproduced.

Table 1. 5-way 1-shot and 5-way 5-shot classification test accuracy on miniImageNet and tieredImageNet.

Base learner miniImageNet
Backbone → CUB

MAML 4-CONV 52.70± 0.32%
MeTAL (Ours) 4-CONV 58.20± 0.24%

ALFA + MAML 4-CONV 58.35± 0.25%
ALFA + MeTAL (Ours) 4-CONV 66.37± 0.17%

MAML ResNet12 53.83± 0.32%
MeTAL (Ours) ResNet12 61.29± 0.21%

ALFA + MAML ResNet12 63.64± 0.42%
ALFA + MeTAL (Ours) ResNet12 70.22± 0.14%

Table 2. 5-way 5-shot cross-domain few-shot classification. Mod-
els are trained on miniImageNet and evaluated on CUB.

are trained on miniImageNet meta-train set and evaluated
on CUB meta-test set. Similar to the few-shot classifica-
tion results outlined in Table 1, MeTAL is shown to greatly
improve the generalization even under the more challeng-
ing cross-domain few-shot classification scenario. In fact,
MeTAL improves the performance of both MAML and
ALFA + MAML by greater extent in cross-domain few-
shot classification (∼ 8%) than in few-shot classification

(∼ 4%). This implies the effectiveness of MeTAL in learn-
ing new tasks from different domains and its robustness to
the domain gap, stressing the importance of task-adaptive
loss function. Another observation can be made regarding
the results: the increase in generalization performance made
by MeTAL on ALFA + MAML is as great as on MAML, in-
dicating the orthogonality of the problem MeTAL attempts
to solve. ALFA [4] also aims to improve the inner-loop
optimization but the difference is they focus on developing
a new weight-update rule (gradient descent). On the other
hand, we focus on a loss function that is used in the inner-
loop optimization. The consistent generalization improve-
ment by MeTAL across different baselines and architectures
signifies that designing a better inner-loop optimization loss
function is important factor and complementary to design-
ing a better weight-update rule.

4.3. Few-shot regression

To demonstrate the flexibility and applicability of our
method MeTAL, we evaluate MAML and MeTAL on few-
shot regression, or k-shot regression. In k-shot regression,
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5 shots 10 shots 20 shots

MAML 0.86± 0.23 0.50± 0.12 0.26± 0.08
MeTAL (Ours) 0.74± 0.18 0.44± 0.11 0.21± 0.06

Table 3. k-shot regression: mean-square error (MSE) measured
over 100 sampled points with 95% confidence intervals.

cross entropy learned loss accuracy

(1) ✓ 64.99± 0.27%
(2) ✓ 67.42± 0.34%
(3) ✓ ✓ 67.86± 0.42%

Table 4. The study on the effectiveness of learning a loss function
during the inner-loop optimization. Model (1) denotes MAML.

each task is to estimate a given unknown function when
only very few number (k) of whose sampled points are
given. The task distribution consists of tasks that have a
target function with parameters whose values vary within a
defined range. In this work, we follow the general settings
Finn et al. [10] have used for evaluating MAML. Specifi-
cally, each task has a sinusoid y(x) = Asin(ωx + b) as a
target function whose parameter values are within the fol-
lowing ranges: amplitude A ∈ [0.1, 5.0], frequency ω ∈
[0.8, 1.2], and phase b ∈ [0, π]. For each task, input data
points x are sampled from [−5.0, 5.0]. Regression is per-
formed by performing a single gradient descent on a base
learner whose neural architecture is composed of 3 layers
of size 80 with ReLU non-linear activation functions in be-
tween. The performance is measured in mean-square error
(MSE) between the estimated output values ŷ and ground-
truth output values y.

Table 3 outlines the regression results from MAML [10]
and MeTAL under 5-shot, 10-shot, and 20-shot settings.
Again, MeTAL demonstrates the consistent performance
improvement across different settings. This proves the ap-
plicability and flexibility of the proposed task-adaptive loss
function, learned by MeTAL.

4.4. Ablation studies

To investigate the contribution of each module in
MeTAL, we perform ablation study experiments in this sec-
tion. In particular, we analyze the effectiveness of the task
state information, the learning of a loss function, the task-
adaptive loss function, and the semi-supervised inner-loop
optimization formulation. All ablation study experiments
were performed with a base learner that has 4-CONV back-
bone under 5-way 5-shot few-shot classification.

4.4.1 Learning a loss function

First, we analyze the importance of learning an inner-loop
optimization loss function. In detail, the performance is
measured when the inner-loop optimization is performed
with a loss function that is learned without the adaptation
(i.e. only a meta-network Lϕ is used for model (2), (3)) and

Task-adaptive semi-supervised accuracy

(2) 67.42± 0.34%
(4) ✓ 68.56± 0.36%
(5) ✓ 68.24± 0.31%
(6) ✓ ✓ 70.52± 0.29%

Table 5. The study on the effectiveness of task-adaptive loss func-
tion and semi-supervised setting during the inner-loop optimiza-
tion. Model (6) corresponds to MeTAL. Model (2) refers to
MAML trained with a fixed learned loss from Table 4.

cross entropy weight prediction accuracy(support set)

(7) ✓ 67.86± 0.41%
(8) ✓ ✓ 68.66± 0.46%
(9) ✓ ✓ 67.94± 0.47%
(6) ✓ ✓ ✓ 70.52± 0.29%
Table 6. Investigation on the role of each factor of the task state τ .

compared with when a simple cross entropy is used (i.e.
MAML is represented as model (1)).

The ablation study results summarized in Table 4 show
that the learned a loss function helps MAML achieve bet-
ter generalization, suggesting that a meta-learner has man-
aged to learn loss function that is useful for generalization.
Further, when cross entropy and a learned loss are used to-
gether, there is no significant difference from when only a
learned loss is used, implying that a learned loss is able to
maintain cross entropy loss information that is fed as input.

4.4.2 Task-adaptive loss function

We then examine the influence of task-adaptive loss func-
tion on the overall proposed framework. To this end, we
use a meta-model gψ to generate affine transformation pa-
rameters, which are then used to adapt the parameters of a
loss function meta-network Lϕ in model (2) from Table 4,
according to Equation (6). The derived meta-learning al-
gorithm, which is MeTAL without semi-supervised inner-
loop optimization, is denoted as model (4) in Table 5. As
shown in the table, the meta-learning algorithm benefits
from a task-adaptive learned loss function, compared to a
fixed learned function.
4.4.3 Semi-supervised inner-loop optimization

Next, we look into the effectiveness of the semi-supervised
inner-loop optimization formulation. Similar to the task-
adaptive loss function ablation study, we first derive a new
model that is created by adding the semi-supervised inner-
loop optimization formulation (using labeled support exam-
ples and unlabeled query examples together for fast adapta-
tion via learned loss function) to model (2) from Table 4.
Consequently, the resulting model, which is denoted as
model (5), lacks the task-adaptive property, compared to our
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Figure 2. The illustration of the generated affine transformation parameters, γ and β, that are generated by one of our proposed meta-
networks, g. These values are then used to adapt the loss meta-network l to the given task. In particular, the figure visualizes the generated
values for the weight of the first layer of the loss meta-network l. The generated values demonstrate its dynamic range across the inner-loop
steps, which indicates a different loss function is preferred at each step. Additionally, different values are observed among different tasks,
especially at the last inner-loop step, alluding to diverse preferences of tasks on the inner-loop optimization loss functions.

final method MeTAL. While the semi-supervised inner-loop
optimization contributes to the performance improvement,
it still lags behind the full algorithm MeTAL (denoted as
model (6)), alluding to the significance of the task-adaptive
loss function.

4.4.4 Task state

We perform another ablation study for the investigation
on the effect of each factor of the task state τ : namely,
the current weight values of base learner θi,j , the out-
put of network (f(xs

i ;θi,j) for support and f(xq
i ;θi,j) for

query), and cross entropy loss for support setL(DS
i ;θi,j) =

L(f(xs
i ;θi),y

s
i ). The ablation results are summarized in

Table 6. When the original cross entropy on support exam-
ples is not included in the task state, the whole inner-loop
optimization becomes unsupervised learning setting as no
ground-truth information is involved during the inner-loop
optimization. In such case, as one would expect, MeTAL
struggles to achieve generalization, thereby excluding these
results in the table. When conditioned on cross entropy loss
as a task state (model (7)), MeTAL manages to bring better
generalization. Furthermore, including weight (model (8))
or prediction (model (9)) into task state contributes to fur-
ther improvement. Finally, when all factors of the task state
are used, MeTAL achieves the best performance, emphasiz-
ing the importance of each factor.

4.5. Visualization

Figure 2 illustrates the affine transformation parameters
γ and β generated by one of our proposed meta-networks
g across tasks (represented as boxplot) for each inner-loop
step. Observing how the generated γ and β values vary
across the inner-loop steps, we can claim that MeTAL man-
ages to dynamically adapt a loss function as the learning

state changes during the inner-loop optimization. Further,
the generated parameter values are shown to vary among
tasks, especially at the last inner-loop step. This may sug-
gest that the overall framework is trained to make the most
difference among tasks at the last step. Regardless, the dy-
namic range of the generated affine transformation param-
eter values among tasks validates the effectiveness of the
MeTAL in adapting a loss function to the given task.

5. Conclusion

In this work, we propose a meta-learning framework
with a task-adaptive loss function for few-shot learning.
The proposed scheme, named MeTAL, learns a loss func-
tion that adapts to each task based on the current task state
during the inner-loop optimization. Consequently, MeTAL
is able to learn a loss function that is specifically needed by
each task for better generalization. Furthermore, not only
does the flexibility of MeTAL enable it to be applied to
different MAML variants and problem domains, but also
allows for the semi-supervised inner-loop optimization, in
which labeled support examples and unlabeled query ex-
amples are used jointly for adapting to tasks. Overall, the
experimental results underline the importance of learning a
good loss function for each task, which has drawn relatively
less attention, compared to a weight-update rule or initial-
ization in the context of few-shot learning.
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