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Figure 1. (i) Example correspondences obtained by two quantum approaches, the proposed Q-Match (left, 502 points) and QGM [62]
(right, three points). Vertices with the same color are mapped to each other. Our iterative method operates directly in the space of
permutations and thus can deal with many more vertices compared to QGM. (ii) We represent permutations through a collection of cycles,
which allows us to parametrize them through binary variables without the need to enforce any kind of constraints (upper right). Q-Match
makes the decision whether each cycle Ci should be applied (αi = 1) or not (αi = 0) to progress towards a lower energy solution.

Abstract

Finding shape correspondences can be formulated as
an NP-hard quadratic assignment problem (QAP) that be-
comes infeasible for shapes with high sampling density. A
promising research direction is to tackle such quadratic op-
timization problems over binary variables with quantum an-
nealing, which allows for some problems a more efficient
search in the solution space. Unfortunately, enforcing the
linear equality constraints in QAPs via a penalty signif-
icantly limits the success probability of such methods on
currently available quantum hardware. To address this lim-
itation, this paper proposes Q-Match, i.e., a new iterative
quantum method for QAPs inspired by the α-expansion al-
gorithm, which allows solving problems of an order of mag-
nitude larger than current quantum methods. It implicitly
enforces the QAP constraints by updating the current esti-
mates in a cyclic fashion. Further, Q-Match can be applied
iteratively, on a subset of well-chosen correspondences, al-
lowing us to scale to real-world problems. Using the latest
quantum annealer, the D-Wave Advantage, we evaluate the
proposed method on a subset of QAPLIB as well as on iso-
metric shape matching problems from the FAUST dataset.

1. Introduction

Shape correspondence is at the heart of many computer
vision and graphics applications, as knowing the relation-
ship between points allows transferring information to new
shapes. While this problem has been around for a long time
[41], the setting with non-rigidly deformed shapes is still
challenging [20]. One reason is that generic matching of
n points in two shapes can be formulated as an NP-hard
Quadratic Assignment Problem (QAP)

min
X∈Pn

E(X) := xTWx, (1)

where x = vec(X) is the n2-dimensional vector cor-
responding to a matrix in the set of permutations P ⊂
{0, 1}n×n and W ∈ Rn2×n2

is an energy matrix describing
how well certain pairwise properties are preserved between
pairs of matches. For some choices of W and assumptions
on the input shapes, (1) can become feasible by adding prior
knowledge and exploiting geometric structures. For exam-
ple, rigid shapes can be aligned through rotation and trans-
lation only — a problem with only six degrees of freedom.
For general cases, QAPs remain challenging nonetheless.
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In this work, we propose a new method for shape match-
ing that employs quantum annealing, finds high quality so-
lutions of QAPs with high probability, and is suitable for
real-world problems. In recent years, quantum computers
have made significant progress and machines such as the
IBM Q System One (circuit model) and D-Wave Advantage
System 1.1 (adiabatic, quantum annealer) became available
for research purposes. The circuit-based and adiabatic mod-
els are polynomially equivalent to each other in theory [1].
However, the current implementations differ substantially
and have different challenges to overcome. One advantage
of adiabatic quantum computing is that it is less sensitive to
noise and decoherence [16].

Unfortunately, adiabatic quantum computers (AQCer)
can a-priori only solve unconstrained problems and thus
cannot directly solve QAPs (1) which are constrained to
permutation matrices. To overcome this limitation, a recent
method [62] adds a penalty term enforcing the solution to be
a permutation. However, this reduces the solvable problem
sizes to very small n ≤ 4 and, in practice, the probabil-
ity of finding the globally optimal solution drops to random
guessing. In contrast, we propose a new formulation for
AQCing that is guaranteed to result in permutation matri-
ces in problem sizes in the order of magnitude of available
(fully connected) qubits. See Fig. 1 for the method overview
and Table 1 for a list of acronyms we use. Our method is
iterative, and we solve a series of quadratic unconstrained
binary optimization (QUBO) problems on D-Wave which
were prepared on a classical CPU. In summary, the contri-
butions of this paper are as follows:

• Q-Match, i.e., a new scalable quantum approach for
searching correspondences between two shapes related by
a non-rigid transformation (isometry or near-isometry).

• An iterative problem formulation through a variant of α-
expansion which avoids explicit linear constraints for per-
mutations and can be applied to large problem instances.

We evaluate our method on a real AQCer, D-Wave Ad-
vantage system 1.1, and obtain improved results compared
to the previous quantum method [62]. Moreover, Q-Match
performs on par with the classical matching approach [52].
This paper does not assume prior knowledge of quantum
computing from readers. Secs. 3.1 and 3.2 review prelimi-
naries required to understand, implement and apply the pro-
posed Q-Match approach. The source code is available at
https://4dqv.mpi-inf.mpg.de/QMATCH/.

2. Related Work
This section reviews prior work on the intersection of

quantum computing, computer vision and shape matching.
For the foundations of AQCing, see Sec. 3.1 and [30, 22].
AQCing for Computer Vision: Fueled by the progress
in quantum hardware accessible for a broad research com-

acronym meaning
AQCer/ing adiabatic quantum computer/ing

QPU quantum processing unit
QAP quadratic assignment problem

QUBO quadratic unconstrained binary optimization

Table 1. Commonly used acronyms and their meaning.

munity [17, 29], a growing interest is developing to ap-
ply quantum computing or its concepts to computer vision.
Ways for representing, retrieving and processing images on
a quantum computer have been extensively investigated in
the theory literature [68, 14, 64, 71]. Methods for image
recognition and classification are among the first low-level
techniques evaluated on a real AQCer [46, 9, 48, 15, 39].
O’Malley et al. [53] learn facial features and reproduce im-
age collections of human faces with the help of AQCing.
Cavallaro et al. [15] classify multi-spectral images with an
ensemble of quantum support vector machines [70]. To
account for the limited connectivity of the physical qubit
graph of D-Wave 2000Q, they split the training set into mul-
tiple disjoint subsets and train the classifier on each of them
independently. Li and Ghosh [39] eliminate false positives
in multi-object detection on D-Wave 2X using the QUBO
formulation from [58]. It provides state-of-the-art accuracy
and the implementation with quantum annealing is faster
than greedy and tabu search.

Solving image matching problems with a quantum an-
nealer was first theoretically studied in [47]. Practically
applicable quantum algorithms for the absolute orientation
problem and point set alignment have been introduced in
[24]. The work shows that representing rotation matrices
using a linear basis allows mapping both problems to QU-
BOs. A new point set alignment method for gate model
quantum computers has been recently derived in [50], in-
spired by the earlier kernel correlation approach [67]. QGM
[62] is the first implementation of graph matching for small
problem instances as a single QUBO with a penalty ap-
proach, whereas QuantumSync [6] is the first method for
permutation synchronization developed for and tested on an
AQCer (Advantage system 1.1). In [62], the formulation of
permutation matrix constraints with a linear term leads to
low probabilities of measuring globally optimal solutions
in a single annealing cycle on a modern AQCer. In con-
trast to [62, 6], we avoid explicit constraints ensuring valid
permutations and use a series of QUBOs leading successive
improvements in the energy. Consequently, we can align
significantly larger graphs and shapes.
Shape Correspondence: Finding point-wise matches be-
tween meshes is an actively studied problem in vision
and graphics. One common way to establish matches be-
tween shapes related by isometry is to compare shape func-
tions or signatures. Multiple methods of this category ana-
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lyze spectra of the Laplace-Beltrami operator on the shape
surfaces which are invariant under isometric deformations
[65, 3, 52, 59, 27]. Functional maps [52, 27] interpret the
problem as the alignment of functions in the pre-defined
basis (e.g., eigenfunctions of the Laplace-Beltrami oper-
ator). Post-processing is required to extract point-wise
matches. Among the shape descriptors, wave kernel sig-
nature (WKS) [3] is inspired by quantum physics. It relies
on solving the Schrödinger equation for the dynamics (dis-
sipation) of quantum-mechanical particles on the shape sur-
face. WKS can resolve fine details and is robust to moderate
non-isometric perturbations. Recently, convolution opera-
tors were generalized to non-Euclidean structures, and the
availability of large-scale shape collections enabled super-
vised learning of dense shape correspondences [42, 45, 40].

The point-wise correspondence search between two
shapes can be formulated as a linear (LAP) or quadratic as-
signment problem (QAP) over the space of permutations,
with the matching costs computed relying on feature de-
scriptors [65, 3, 59]. The solution space of both problems is
exponential in the number of points. For LAP, there exists
a fast auction algorithm with polynomial runtime [5]. Per
construction, LAP formulations for matching are sensitive
to surface noise and do not explicitly consider spatial point
relations, which often leads to local minima (and, conse-
quently, inaccurate solutions). QAPs [34, 35] add quadratic
costs for matching point pairs and regard point neighbor-
hoods; the solutions are spatially smoother. The down-
side is their NP-hardness, which makes finding global op-
tima for large inputs unfeasible. Multiple policies to solve
QAPs efficiently have been proposed in the literature, such
as branch-and-bound [57, 26], spectral analysis [38], alter-
nating direction method of multipliers [36], entropic regu-
larization of the energy landscape [63] and simulated an-
nealing [28]. Convex relaxations are among the most thor-
oughly investigated policies for QAPs [72, 2, 54, 23, 31, 4].
These methods either have prohibitive worst-case runtime
complexity (branch-and-bound), rely on heuristic algorith-
mic choices (e.g., entropic regularization and simulated an-
nealing), or do not guarantee global optima. In contrast,
we address QAPs with a new AQCing metaheuristic to find
high quality solutions with a high probability.

Holzschuh et al. [28] proposed a non-quantum algorithm
closely related to ours. It can be seen a special case of our
setup that only applies one 2-cycle per iteration. This means
a considerably smaller step size compared to Q-Match and,
hence, more iterations until convergence and higher sensi-
tivity to local optima. Several heuristics to gain robustness
and speed are further used in [28]. First, the algorithm is
based on simulated annealing and accepts worse states with
a certain probability to step over local optima. In contrast,
our Q-Match explores larger solution spaces simultaneously
and converges in fewer iterations. Second, their hierarchical

optimization scheme adds new matches based on geodesic
embeddings whereas we can refine any given initialization.

3. Background
3.1. Adiabatic Quantum Annealing (AQC)ing

The seminal work of Kadowaki and Nishimori [30] in-
troduced quantum annealing. The authors argued that a
quantum computer could be built based on the principle of
finding the ground state of the Ising model under quantum
fluctuations (causing state transitions) induced by a trans-
verse magnetic field. The theoretical foundation of such a
computational machine is grounded on the adiabatic theo-
rem [8]. In follow-up work, Farhi et al. [22] tested the quan-
tum annealing algorithm simulated on a classical computer
on hard instances of an NP-complete problem. Although
it is not believed that quantum annealing can solve NP-
complete problems in polynomial time, for rugged energy
landscapes with high and narrow spikes quantum anneal-
ing can be faster than simulated annealing [18, 19] and for
some instances D-Wave scales better than the classical path
integral Monte Carlo method [33].

AQCing can solve quadratic unconstrained binary opti-
mization (QUBO) problems which read

min
s∈{−1,1}n

s⊤Js+ b⊤s, (2)

where s is a binary vector of unknowns, J is a symmetric
matrix of inter-qubit couplings, and b contains qubit biases.
To change the binary variable to x ∈ {0, 1}n one simply
needs to insert si = 2xi − 1 everywhere in (2).

Quantum computers operate with qubits, i.e., quantum
mechanical systems which can be modeled with normal-
ized vectors |ϕ⟩ in a Hilbert space H. One writes |ϕ⟩ =

α |0⟩ + β |1⟩ with α, β ∈ C and |α|2 + |β|2 = 1, where
|0⟩ , |1⟩ denote an orthonormal basis. In contrast to clas-
sical bits, which are either in state 0 or 1, quantum me-
chanical systems can be in a superposition α |0⟩ + β |1⟩,
where after measurement in the so-called computational ba-
sis ({|0⟩ , |1⟩}) one obtains |0⟩ with probability |α|2 and |1⟩
with probability |β|2. A composite system of, e.g.,, two
qubits can be described with vectors from the tensor prod-
uct of the individual Hilbert spaces |ψ⟩ ∈ H ⊗ H. If two
qubits can be described independently from each other, we
have |ϕ⟩ ∈ H and |η⟩ ∈ H, and the two-qubit state |ψ⟩ is
described by the product state |ψ⟩ = |ϕ⟩ ⊗ |η⟩. Since the
state space of n qubits is 2n dimensional, a classical com-
puter would have problems even storing all the coefficients
for n = 50 [49]. A second ingredient required for quantum
computing, in addition to the superposition of qubit states,
is the interference between different possible computational
paths in the 2n-dimensional state space caused by interac-
tions between qubits. Thus, during the course of a quantum
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algorithm entangled (non-classically correlated) states such
as 1√

2
(|0⟩⊗|0⟩+|1⟩⊗|1⟩) are created that cannot be decom-

posed in the above form. Entanglement between quantum
states is often considered a necessary resource for quantum
computing [55]. At the end of a quantum algorithm the co-
efficients α and β for each qubit are determined in a suitable
measurement leaving the (adiabatic or circuit-model) quan-
tum computer in a classical (non-entangled) state.

Another central notion in quantum mechanics are linear
Hamilton operators, acting on elements of H, which are
used to describe the static and dynamic properties of a quan-
tum system with the Schrödinger equation. The eigenstates
of a (time-independent) Hamiltonian are the stationary en-
ergy states of a quantum system. The eigenvalues give the
corresponding possible values of the system’s energy. The
key idea for solving problems like (2) is to prepare a quan-
tum system in a known state of lowest energy of a Hamilto-
nian HI , most commonly a product state of the form,

|ψ(t = 0)⟩ =
n⊗

i=1

1√
2
(|0⟩+ |1⟩) , (3)

with “
⊗

” denoting the Kronecker product over n subsys-
tems, and each qubit is prepared in a superposition. Next,
one constructs a problem Hamiltonian HP in such a way
that the lowest energy state of HP is a solution of (2). Fi-
nally, one slowly switches from the initial Hamiltonian HI

to the final HamiltonianHP with, e.g., a linear combination

H(t) =
(
1− t

τ

)
HI +

t

τ
HP . (4)

If the transition in (4) is sufficiently slow (i.e., if τ is suf-
ficiently large), and if the state of lowest energy (ground
state) of H(t) remains unique, the adiabatic theorem [8]
guarantees that the quantum system will remain in the
ground state for all t. Thus, the solution to (2) can simply be
measured after the time evolution starting in an eigenstate of
HI (that is typically easy to prepare) and ending in an eigen-
state ofHP . The theoretical requirements for adiabatic evo-
lution can be made precise in terms of the size of the spec-
tral gap of H(t), i.e., the difference between the smallest
and second smallest eigenvalues of H(t), during the time
evolution. Building a system to actually prepare a quantum
system and evolve it in an adiabatic way in practice, how-
ever, remains highly challenging. A spectral gap that is too
small will lead to excitation of higher energy states during
the annealing process, thus preventing the system from end-
ing up in the desired ground state of HP . Next, we discuss
some details regarding such practical realizations.

3.2. Algorithm Design and Programming the D-
Wave Quantum Annealer

Every AQCing algorithm includes six steps, i.e., QUBO
preparation, minor embedding, quantum annealing (sam-

pling), unembedding, bitstring selection (in the case of mul-
tiple annealings) and solution interpretation.

QUBO preparation: Note that many computer vision
problems are naturally formulated in forms other than a
QUBO. A lot of research thus focuses on the QUBO prepa-
ration, i.e., how to formulate a target problem as a QUBO
mappable to an AQCer (Sec. 4 is devoted entirely to the
QUBO preparation for Q-Match). Note that this step is per-
formed entirely on the CPU. In QUBOs, each binary vari-
able is interpreted as one logical qubit in the quantum con-
text. Thus, the biases b and couplings between the qubits J
define a graph of logical problem qubits.

Minor embedding is the mapping of logical qubits to
the grid of physical hardware qubits of the AQCer. Due to
the limited connectivity between the physical qubits, each
logical qubit often requires several physical qubits in the
minor embedding. Physical qubits realizing a single logical
qubit—and having as similar quantum states during anneal-
ing as possible—build a chain. To find a minor embedding
for two arbitrary graphs is an NP-hard optimization prob-
lem on its own [13]. However the problem becomes easier
since the one graph is fixed by the hardware and heuristic
methods such as [13] can be used. The core criteria for an
optimal minor embedding is jointly minimizing the chain
length and the total number of required physical qubits.

Quantum annealing is initiated, once the minor embed-
ding is complete. It corresponds to the evaluation of the
system with respect to a time-dependent Hamiltonian such
as (4) during which the quantum system ideally remains in
the ground state during the entire annealing, see Sec. 3.1.
In practice, due to such factors as 1) the expected qubits
lifetime (e.g., influenced by interaction with the environ-
ment, which cannot be entirely prevented), and 2) a small
spectral gap of H(t), multiple anneals are needed, each of
which leads to the global optimum with some probability
<1. After each annealing, an unembedding algorithm as-
signs measured values to the logical qubits.

The final solution over multiple annealings is chosen
in the bitstring selection step based on the occurrence
frequency or the resulting energies. Finally, the solu-
tion is interpreted in the context of the original prob-
lem and returned to the user. In this regard, the inter-
pretation involves transformation of the measured bitstring
to the initial data modality (e.g., permutation matrices).

Niobium Loop

Josephson

junction

Figure 2. Supercon-
ducting flux qubit.

D-Wave programming is done
in Python, using the Leap 2
programming interface and re-
mote access tools [17]. The
D-Wave machine uses supercon-
ducting flux qubits [43]. The
qubits and the couplers are real-
ized with loops of niobium, which
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have to be cooled to temperatures below 17mK. The cur-
rent, that flows clockwise or anti-clockwise through the nio-
bium loop can be modeled as a qubit, see Fig. 2. Thus, it is
possible to have a superposition between a current flowing
clockwise and anticlockwise as long as no measurement is
performed. The specified couplings J and biases b in (2)
determine the time evolution of the magnetic fluxes during
quantum annealing.

3.3. α-Expansion

The α-expansion algorithm was introduced in [10] to
solve labeling optimization problems (e.g., for semantic
segmentation or disparity estimation). A notable extension
is [37], where the method is generalized to allow for par-
allel computation amongst other things. In each iteration,
a vector of binary variables α that correspond to two pro-
posed values for the labels is computed so that the decision
between the proposals improves the energy. [10] finds the
optimal expansion through a graph cut such that each pixel
in an image is assigned to the first proposed label if αi = 1
or the second proposed label if α = 0.

Apart from this application, α-expansion works particu-
larly well in case the subproblem, i.e., the optimization for
α, is submodular. Then the subproblem can be solved effi-
ciently using graph cut techniques.

3.4. Cyclic Permutations

We define the set of permutation matrices as Pn = {X ∈
{0, 1}n×n |

∑
iXij = 1,

∑
j Xij = 1 ∀i, j}. A permuta-

tion matrix X is called a k-cycle, if there exist k many dis-
joint indices i1, . . . , ik such thatXi1ik = 1 andXij+1ij = 1
for all j = 1, . . . , k−1, andXll = 1 for all l /∈ {i1, . . . , ik},
in which case X = (i1 i2 . . . ik) is a common notation.
Two permutations X and X ′ are called disjoint if Xii ̸= 1
implies X ′

ii = 1 and X ′
ii ̸= 1 implies Xii = 1. It is easy

to show that disjoint permutations commute. Furthermore,
it holds that any X can be written as the product of 2-cycles
ci, i.e., X =

∏N
i=0 ci. Finally, we use the notation X1 = X

and X0 = I where I is the identity for any matrix X .

4. Method
The main difficulty of previous quantum computing

methods such as [62] for solving (1) is handling the linear
equality constraints arising from the optimization over per-
mutation matrices. Instead of enforcing them via a penalty,
the core idea of Q-Match is to minimize (1) iteratively: We
propose to use a variant of the α-expansion algorithm that
chooses k-many disjoint candidate cycles ci and uses quan-
tum computing to solve the (still NP-hard but smaller and
unconstrained) subproblem of deciding whether to apply ci
or not (identified with αi = 1 and αi = 0, respectively). In
the following, we detail the idea of the cyclic α-expansion
as well as our proposed Q-Match algorithm.

4.1. Cyclic α-Expansion

Let C = {c1, ..., cm} be a set of m disjoint cycles. We
consider the following optimization problem for an initial
permutation P0:

argmin
{P∈Pn|∃α∈{0,1}m: P=(

∏
i c

αi
i )P0}

E(P ), (5)

where E is defined in (1) and α is a binary vector
parametrizing P . As noted in Sec. 3.4, the order in the
product of all cαi

i does not matter as disjoint permutations
commute. (5) would be equivalent to (1) if C was not fixed
with disjoint cycles but could also be optimized.

Problem complexity: The optimization problem in (5)
makes a binary decision for each cycle whether it should be
applied. In this section, we show that (5) is an optimization
problem with complexity dependent on the number of cy-
cles and not n. We can convert the multiplication of cycles
from (5) into the following linear combination

P (α) = P0 +

m∑
i=1

αi(ci − I)P0, (6)

where I is the identity. See the supplement for a proof.
Next, we use this representation to show that (5) is a prob-
lem in the form of (2) with size m. Let P,Q be two permu-
tations and E(Q,R) = vec(Q)TWvec(R) which is linear
in each component. We write Ci = (ci − I)P0 to simplify
the notation. Thus, to solve (5), we need to minimize

E(P0 +
∑
i

αiCi, P0 +
∑
j

αjCj)

= E(P0, P0 +
∑
j

αjCj) +
∑
i

αiE(Ci, P0 +
∑
j

αjCj)

= E(P0, P0) +
∑
j

αjE(P0, Cj) +
∑
i

αiE(Ci, P0)

+
∑
i

∑
j

αjαiE(Ci, Cj) = E(P0, P0) + αT W̃α,

with

W̃ij =

{
E(Ci, Cj) if i ̸= j,

E(Ci, Ci) + E(Ci, P0) + E(P0, Cj) otherwise.
(7)

As E(P0, P0) is constant w.r.t. α, we are left with

min
α∈{0,1}m

α⊤W̃α, (8)

which can be solved directly by AQCers. The interpretation
of the optimal α is a binary indicator for whether to apply
the corresponding cycle or not. With the basic methodology
of (8) being established, we proceed iteratively: Given a
current estimate Pi−1 minimizing (1), we choose a set of
disjoint cycles C = {c1, c2, . . . , cm}, optimize (8), and set
Pi =

(∏
j c

αj

j

)
Pi−1.
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Algorithm 1: Q-Match
Input: Shapes M,N
Output: Correspondences P

1 Initialize P (Sec. 4.2.3)
2 repeat
3 Calculate the k worst vertices IM , IN (10)
4 Construct sub-matrix of worst matches Ws (S. 4.2.2)
5 repeat
6 Choose random set of new 2-cycles
7 Calculate W̃ (Sec. 4.2.2 and (7))
8 Solve the QUBO (8) with AQCing
9 Update permutation according to (6)

10 until Every 2-cycle occurred in one set
11 Apply permutation to worst vertices in P

12 until P does not change anymore
13 return P

4.2. Q-Match

Cyclic α-expansion can optimize any QAP up to a prob-
lem size that fits within the AQC, e.g., by iterating over ran-
dom sets of cycles. To solve larger problems of (isometric)
shape correspondence between two 3D shapes M and N ,
we propose Q-Match. If both shapes are discretized with
the same mesh of n vertices, W has the following form:

Wi·n+k,j·n+l = |dgM (i, j)− dgN (k, l)| (9)

where i, j are vertices on M , k, l are vertices on N , and
dg(a, b) is the geodesic distance between two points on
the same shape. Therefore, for two matches (i, k), (j, l)
Wi·n+k,j·n+l describes how well the geodesic distance is
preserved between the elements of this pair. The optimal
solution is the correspondence for which the distance be-
tween all pairs of points is preserved the best, for isome-
tries the optimal energy of (1) is zero. Since the geodesic
distances have geometric meaning, this propagates into the
QAP, and Q-Match leverages this to choose better sets of
cycles. In Q-Match, the set of tested cycles is based on the
contribution of each vertex to (1) (Sec. 4.2.1), we can solve
subproblems iteratively (Sec. 4.2.2), and the initial permu-
tation is descriptor-based (Sec. 4.2.3). An overview of the
entire Q-Match algorithm can be found in Alg. 1.

4.2.1 Choosing Cycles

One option to select C is by randomly drawing disjoint cy-
cles, which might, however, take many iterations to reach
the optimum. Instead we make use of the fact that the iso-
metric shape matching problem creates QAPs in which the
entries are highly correlated.

Worst Vertices: For a point with index v in M and a per-
mutation P , we can quantify the influence of v on (1) via

I(v) =
∑
w∈M

Wv·n+P (v),w·n+P (w), (10)

where P (v) denotes the index v is mapped to. For vertices
on N we proceed equivalently. If I(v) is high, this is an
indicator for P (v) being inconsistent with the majority of
other matches in P . Therefore, we collect the m vertices
with highest values for I on each shape in the two sets IM
and IN . The potential improvement of (1) is maximized by
this choice. See Sec. 5.3 for an analysis of the size of m.

2-Cycles: Subsequently, we choose a set of k random but
disjoint 2-cycles from IM , IN . While the limitation to 2-
cycles might sound restrictive, the following lemma (proven
in the appendix and in many abstract algebra textbooks
[60]) highlights the expressive power of disjoint 2-cycles:

Lemma 4.1. Every permutation P can be written as P =
QR, where Q and R are products of disjoint 2-cycles.

4.2.2 Subproblems

3D meshes normally consist of more than thousand vertices,
this meansW ∈ Rn2×n2

cannot be precomputed and stored
in memory. Therefore, in each iteration all needed entries of
W to compute W̃ for (8) have to be computed from scratch.
As can be seen in (7) several evaluations of the cost function
E are needed for W̃ which makes this operation expensive.

To be more efficient, we split the computation into the
calculation of Ws, a k2 × k2 reduction of W based on the k
worst vertices in IM , IN . This is the most expensive oper-
ation in our algorithm (see Fig. 6). For a set of 2-cycles on
IM , IN , computing W̃ is now efficient. To reduce the num-
ber of times we have to compute Ws, instead of just choos-
ing one set of 2-cycles on each IM , IN , we evaluate several
sets. In practice, we sample sets of 2-cycles on IM , IN un-
til every possible 2-cycle has been chosen at least once. A
detailed description how to compute Ws and W̃s and a run-
time analysis can be found in the supplementary material.

4.2.3 Initialization

The only thing left is choosing P0 for the first iteration. In-
stead of a random initialization, we calculate a descriptor-
based similarity S ∈ RN×N between all vertices of M and
N , equivalent to the strategy of [69]. Smn contains the in-
ner product of the normalized HKS [65] and SHOT [66] de-
scriptors of vertices m ∈ M,n ∈ N , and we solve a linear
assignment problem on S to get the first permutation.
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Figure 3. Experiments on how often Q-Match retrieves the opti-
mum for (1). (Left) Fraction of random instances with increasing
problem size for which our iterative method leads to the optimum
with brute-force calculation. (Right) Success rate of Q-Match and
QGM [62] on 20 random problems. We count (QGM) or lower
bound (ours) the percentage of anneals that reach the optimum.

5. Experiments

We evaluate accuracy, convergence, and runtime of
our method on random QAP instances (Sec. 5.1), FAUST
(Sec. 5.2) and QAPLIB (Sec. 5.5). Since quantum comput-
ing time is still extremely expensive, we only evaluate on
subsets of FAUST and QAPLIB, but our results show how
promising this technology can be in the future. All experi-
ments were done on Intel i5 8265U CPU with 16GB RAM
using Python 3.8 and D-Wave Advantage system 1.1 ac-
cessed by Leap 2. Note that one can use classical QUBO
solvers for the subproblems. In the appendix, we present
experiments for this with a simulated annealing sampler.

5.1. Comparison to Penalty Based Implementation

We compare Q-Match to the inserted method in [62] for
problems of the form (9) with distances di,j drawn uni-
formly at random from [0, 1], and W being constructed us-
ing a randomly drawn true permutation P . We compare
the success probability of both methods on 20 random in-
stances, see Fig. 3-(right). Q-Match finds the optimum in
all but 4 cases. For a fair comparison, we restrict the num-
ber of anneals per iteration in our method to 10 and use
500 anneals for the inserted method. Additionally, the suc-
cess probability of the iterative method is bounded by the
success probabilities of the individual steps multiplied with
each other. In the case that multiple distinct outputs have the
lowest energy, both results will be counted as success. For
n ∈ {2, 4, 6, 8, 10}, we count how often the optimal per-
mutation is reached, if each subproblem is solved to global
optimality. For this we generated 20 random instances for
n = 10 and 100 random instances for the other dimen-
sions. The errors are calculated as a binomial proportion
confidence interval that should contain the true probability
in 95% of the cases. This experiment was performed first so
that all 2-cycles occur only once and a second time where
the whole process is carried out twice, see Fig. 3-(left).
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Figure 4. Evaluation of cumulative error [32] (left) and conver-
gence (right) on FAUST. (Left) We compare against Simulated An-
nealing [28] without post-processing and Functional Maps [52].
Dashed lines indicate non-quantum approaches. The results have
symmetry-flipped solutions removed, these have a comparable fi-
nal energy for all methods but are not recognized as correct in the
evaluation. (Right) We show convergence of the energy over 30 it-
erations. The larger the set of worst vertices, the faster our method
converges. The dashed grey line shows the optimal energy.

(i) (ii)

Figure 5. Example correspondences from the FAUST registra-
tions. (i) Our results are overall correct with some outliers. (ii) A
failure case. The solution partially swapped front and back. These
kinds of solutions are near-isometries, have energies close to the
optimum, and often occur in all methods that purely solve (1).

Moreover, we study if the solution with the lowest value
returned by the quantum annealer is globally optimal. For
500 runs and coupling matrices up to a size of 13 this was
always the case. Therefore, the number of optima found by
Q-Match is identical to the probabilities in Fig. 3-(left).

5.2. FAUST

We perform experiments on the registrations of the
FAUST dataset [7]. We evaluate on 5 different pairs from
one class within FAUST that were downsampled to 502 ver-
tices. It is in theory possible to use our method on the orig-
inal resolution and more pairs, but QPUs are not as freely
available as traditional hardware, and we focus our available
computing time on a deeper analysis of our method. We ap-
ply Q-Match as described in Alg. 1 with 500 anneals, and
compare to two non-quantum methods, Simulated Anneal-
ing [28] and Functional Maps [52]. [28] is applied without
ZoomOut [44] such that it is close to a version of our al-
gorithm where only one 2-cycle is chosen in each iteration.
The functional maps implementation includes a Laplacian
commutativity regularizer and retrieves the final point-to-

7592



10 15 20 25
0

20

40

60

# worst vertices

R
un

tim
e

(i
n

m
s)

QPU access
Couplings

10 15 20 25
0

5

10

15

# worst vertices

R
un

tim
e

(i
n

s) Calc. W̃

Figure 6. Influence of the problem size on the runtime. We in-
crease the size of the set of worst vertices (see Sec. 4.2) and mea-
sure the runtime development of different parts of our pipeline.
While the QPU access time is mostly independent of the problem
size, calculating W̃ on the CPU grows drastically.

point correspondence through an LAP [52]. While [62] is
the conceptionally closest method to ours, it only produces
matches for up to preselected 4 vertices. The quantitative
evaluation can be seen in Fig. 4, and some qualitative ex-
amples of our method in Fig. 5. While we do not reach the
same accuracy as the recent [28], we do outperform the clas-
sical but still popular functional maps. Since AQCers are
still newly developed and have limited complexity in com-
parison to traditional computers, we see this as a successful
application of quantum annealing for real-world problems.

5.3. Convergence

We evaluate how many iterations Q-Match needs to con-
verge on FAUST. Fig. 4 shows the convergence when choos-
ing 26, 40, 50 worst vertices in each iteration. Since the
margin between 40 and 50 is small, we chose to run all fur-
ther experiments with the 40 worst matches. In each itera-
tion every 2-cycle occurs once in a set C. Some exemplary
matches obtained in this way can be seen in Fig. 5.

5.4. Runtime

Fig. 6 shows how the runtime of Q-Match scales with
the problem size given by the number of worst vertices.
The calculation of the submatrix Ws is the most expensive.
Computing the matrix W̃ given Ws takes only ms, while
the calculation of Ws is in the order of seconds. We did not
optimize or parallelize this operation though. The QPU ac-
cess time is the time the quantum annealer spends to solve
the problem, and is mostly independent of the problem size.

We report results for about 25 minutes of QPU time,
which allows us to evaluate 104 QUBOs. One FAUST in-
stance using 40 worst vertices and 500 anneals per QUBO
requires about 2min of QPU time. For all experiments we
used the default annealing path and the default annealing
time of 20µs. The chain strength was chosen as 1.0001
times the largest absolute value of couplings or biases.
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Figure 7. Relative error Eobtained−Eopt
Eopt

of our method in percentage
for the instances of [12], [61] (1-3), [25] (4-8) and [56] (9-11),[51],
and [21] in QAPLIB. The problem sizes range between 12 and 30,
of which [51] contains the larger ones where we do less well.

5.5. QAPLIB

QAPLIB [11] provides a collection of QAPs together
with the best known solution. This is the most commonly
used benchmark for QAPs, with sets of problems from a va-
riety of settings, e.g. graphs but also unstructured data. For
some instances it is unclear if the best known solution is
actually the optimum due to the complexity of the problem.

We ran cyclic α-expansion on some of the subsets en-
suring that every 2-cycle occurs once when optimizing, and
repeat this three times. We always choose the best solu-
tions from 5000 anneals if the size is > 25, and 500 anneals
otherwise. The relative error we achieved is in Fig. 7. For
instances from [12, 21, 25], our solution is almost always
within 1% of the best solution. For the n = 16 instances in
[21], we achieved the optimal solution in 9 out of 10 cases.
Other sets contain instances up to size 30 and pose a bigger
challenge, our worst result was within 15% of the optimum.
We report our exact solutions in the supplementary material.

6. Conclusion
We introduce Q-Match and experimentally show that it

can solve correspondence problems of sizes encountered in
practical applications. This conclusion is made for the first
time in literature for methods utilizing quantum annealing.
Refraining from explicit permutation constraints and ad-
dressing the problem iteratively allowed us to significantly
outperform the previous quantum state of the art, both in
terms of the supported problem sizes and the probability to
measure a globally optimal solution. We even achieved re-
sults comparable to a classical method. We hope that our
work inspires further research in quantum annealing and re-
lated optimization problems in the vision community.
Acknowledgements. This work was partially supported by the
ERC consolidator grant 4DReply (770784).
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