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Figure 1: We introduce dynamic surface function networks which are trained on a short RGB-D input video sequence of a
clothed human. Our continuous surface representation allows the modeling of clothes as well as the dynamic pose dependent
deformations. We parametrize this representation by the kinematic model of SMPL [28], which facilitates full pose control at
inference time (e.g., through joint rotations). Here, we show an animation sequence taken from the MOSH [29, 35] dataset.

Abstract

We present a novel method for temporal coherent recon-
struction and tracking of clothed humans. Given a monoc-
ular RGB-D sequence, we learn a person-specific body
model which is based on a dynamic surface function net-
work. To this end, we explicitly model the surface of the
person using a multi-layer perceptron (MLP) which is em-
bedded into the canonical space of the SMPL body model.
With classical forward rendering, the represented surface
can be rasterized using the topology of a template mesh.
For each surface point of the template mesh, the MLP is
evaluated to predict the actual surface location. To handle
pose-dependent deformations, the MLP is conditioned on
the SMPL pose parameters. We show that this surface rep-
resentation as well as the pose parameters can be learned
in a self-supervised fashion using the principle of analysis-
by-synthesis and differentiable rasterization. As a result,
we are able to reconstruct a temporally coherent mesh se-
quence from the input data. The underlying surface rep-
resentation can be used to synthesize new animations of
the reconstructed person including pose-dependent defor-
mations.

1. Introduction

Digital capture of human bodies is a rapidly growing
research area in computer vision and computer graphics.
There are many high impact applications, in particular, in
the field of telepresencing and man-machine interaction that
rely on the reconstruction of the surface as well as the mo-
tion of a person. For instance, for telepresencing in virtual
reality (VR) or augmented reality (AR), the ultimate goal is
to photo-realistically re-render the people who want to inter-
act with each other. A key challenge is to capture and repro-
duce the natural motions, including the dynamically chang-
ing surface (especially clothing). In our work, we present
a novel representation for the surface of a clothed human
called dynamic surface function networks which captures
pose-dependent surface deformations such as wrinkles of
the clothing. In contrast to recent works on implicit repre-
sentations [11, 6, 23], our representation explicitly models
the surface of the human. Both representations have their
advantages and disadvantages. We use an explicit surface
representation to leverage fast forward rendering (exploit-
ing the rasterization units of a GPU), and global surface
correspondences between different frames. Specifically, our
dynamic surface function network is attached to the surface
of the SMPL [28] body model which gives us access to the
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kinematic chain, as well as to a topology for rendering. In
particular, our model represents a continuous offset surface
that can be evaluated at arbitrary points of the SMPL sur-
face (also within triangles). However, note that our repre-
sentation is agnostic to the underlying parametric model and
can also be used for other dynamically changing surfaces,
e.g., human faces. The dynamic surface function network
is trained in a person-specific fashion. To this end, we as-
sume a short sequence (few seconds) of the person moving
in front of a single consumer-level RGB-D camera. Note
that we do not assume any specific motion sequences (e.g.,
standing in T-pose or alike). We jointly optimize the surface
representation network as well as the pose parameters of the
underlying SMPL body model. This global optimization
strategy allows us to fuse all captured data into a consistent
surface representation. This person-specific surface model
can be animated explicitly using the joint control handles of
the SMPL model, thus, allowing pose transfer (see Fig. 1).

To summarize, we present a method that allows reconstruc-
tion of a person-specific controllable body model based on a
monocular input sequence captured by a commodity RGB-
D sensor. Our key contributions are:

• an explicit surface representation network which is
able to model the pose-dependent deformations of the
surface, such as wrinkles of the clothing.

• a global analysis-by-synthesis formulation that allows
for the joint optimization of the pose and the surface
over the entire sequence, leading to a temporally con-
sistent tracking of the person in the input sequence.

2. Related Work
Our work is based on an explicit surface representation.

In the literature, explicit surface representations (especially,
triangle meshes) are the most prominent representations for
human faces and bodies [28, 44, 69]. However, implicit
representations are also used to represent the surface of a
body including the clothing [6, 11, 13, 23, 49, 50]. Implicit
surface representations have the advantage of not needing
special care for handling topological changes (as would be
required for an explicit representation like a mesh). On the
other hand, implicit representations do not provide explicit
correspondences over a time series. For instance, methods
such as Occupancy Flow [40] predict scene flow, but are
limited by the sequence length. Methods like [16, 15, 58, 8]
reconstruct implicit function of an object’s geometry in a
patch-based manner and empirically show consistency of
patches across a sequence. PIFu [49] and PIFuHD [50]
are able to reconstruct a pixel-aligned implicit function only
based on RGB input images. They leverage a learned prior
trained on a synthetic dataset of humans. Similarly, IF-
Nets [11] learn a prior to reconstruct an implicit function of

a human, based on pointcloud or depth-map inputs. IF-Nets
have been extended in a follow-up work called IP-Nets [6]
to fit an explicit surface to the reconstructed implicit surface
(SMPL model + displacements).

Aside from these per-frame reconstruction methods,
there exist methods that incrementally fuse observa-
tions into a discretized implicit function (volumetric SDF
grid) [12]. The seminal work of DynamicFusion by New-
combe et al. [39] is able to reconstruct dynamically chang-
ing objects only based on a depth sequence. Follow-up
works [24, 18, 14, 19] added additional color constraints or
dense SDF alignment [53, 54]. BodyFusion [64] and Dou-
bleFusion [65] added a deformation prior using a human
skeleton. In contrast to these methods, our approach recon-
structs a controllable mesh including pose-dependent de-
formations, allowing us to animate the reconstructed mesh.
Note that these fusion methods work on a frame-to-frame
tracking scheme.

Our method is an optimization-based approach that
jointly optimizes the surface over the entire input sequence
and does not require a learned prior as [6, 11, 49, 50]. The
global optimization scheme of our method is closely related
to MonoClothCap [63]. MonoClothCap gets an RGB se-
quence as input to track, and reconstructs a clothed human
using an explicit surface representation. In order to handle
clothing, they rely on a PCA model and shading-based re-
finement of the mesh. Another technique to model the sur-
face of clothing explicitly has been shown in CAPE [33].
They learn a variational auto-encoder to represent offsets
for clothing relative to the SMPL model based on high qual-
ity multi-view reconstructions using ClothCap [46]. This
learned prior allows them to reconstruct clothed humans
from single RGB inputs only, including pose-dependent de-
formations. Alldieck et al. [5] reconstruct a detailed hu-
man body shape based on a single RGB input leverag-
ing a learned aligned image-to-image translation technique
to regress texture maps for the geometry and color of the
model. In contrast, our approach is not based on a learned
prior and optimizes the surface based on the observations
from an RGB-D camera. Our dynamic surface function
network represents the pose-dependent geometry and is not
restricted to a static surface [7, 61, 68, 22]. Methods that
estimate the body shape under cloth [66, 62, 55, 38, 47] can
be used as an initialization of our method. Our approach
works with a consumer-grade RGB-D camera, and does
not require a multi-camera setup to learn or reconstruct a
person-specific template in advance [20, 21]. We use RGB-
D data to explore the representation power of our surface
network, but we see the potential of our representation to
be used for video-based reconstruction similar to [4, 3, 2].
Note that our method is not designed for real-time use such
as LiveCap [20], since our focus lies on the global recon-
struction of a controllable mesh with a pose-dependent sur-
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face. Concurrent work analyzes other representations of a
human surface that are based on points [32], local surface
patches [31], or implicit representations for shape and mo-
tions [42, 36, 59, 51, 60, 27, 43], including [10, 45, 56, 41]
which are based on Neural Radiance Fields [37].

3. Method
We formulate the reconstruction of the human body as an

energy optimization problem, globally, across the entire in-
put sequence. To model deforming clothing, we use an ex-
plicit offset surface function that is embedded on the SMPL
surface. This offset surface is represented as a multi-layer
perceptron (MLP). For an overview of our method refer to
Fig. 2.

3.1. Model Definition

Our method is built upon the SMPL body model [28]
and extends it to handle non-rigid offsets represented as a
multi-layer perceptron (MLP).

Constrained SMPL model The SMPL model is
parametrized by the shape parameters β ∈ R10 and the
joint parameters δ ∈ R72. We use a hard constraint to
enforce the parameters to stay in a predefined range. That
is, we use a differentiable mapping function δ(x) that
maps our unconstrained joint parameters x ∈ R72, in
an element-wise fashion, to a fixed range of the SMPL
parameters:

δ(x) = δmin +
tanh(x) + 1

2
· (δmax − δmin).

Note that we use axis-angle representation. Thus, we con-
strain the angle-scaled axis to be in a min-max bound-
ing box. We compute δmin and δmax from the MOSH
dataset [29]. In our experiments, this hard constraint
was effective in stabilizing the tracking without the need
of any additional regularization, e.g., using VPoser [44]
(especially, for scenarios with more occlusions) or pose-
conditioned joint angle limits [1].

Dynamic Offset Surface To model the dynamic offset
surface on top of the SMPL model, we employ an MLP
which is conditioned on the reparameterized SMPL param-
eters x. Specifically, we embed the offsets OΘ(v, x) in the
canonical pose of the SMPL template surface T . The offset
of the surface point v, given the pose parameters x is com-
puted using a 8-layer ReLU-MLP with 256 feature channels
per intermediate layer (Θ being the learnable parameters of
the MLP). We apply positional encoding [37] to the input
point v before feeding it into the MLP (using 10 frequen-
cies). The pose conditioning is concatenated to the point in-
put in matrix form. Note that we do not use the pose of the
root joint into consideration. This representation of the pose

conditioning is similar to the linear pose-dependent correc-
tives of the SMPL model. Note that the 3D space allows us
to have a continuous input to the MLP without the need of
handling texture seams, distortions or alike. To rasterize the
surface represented by the MLP, we sample the surface at
surface points using a subdivided SMPL topology.

Model Given the constrained SMPL model and the dy-
namic offset model, we represent the vertices of a body as:

V (β, x,Θ) = LBS(VSMPL(β, δ(x)) +OΘ(T, x), δ(x))

LBS(V ′, δ) is the linear blend skinning function that ap-
plies the rotations defined by δ to the ’unposed’ vertices
V ′ = VSMPL + O. VSMPL(β, δ(x)) computes the un-
posed SMPL model surface based on the shape PCA and
the pose-dependent corrective space (see SMPL [28]). In
our experiments, we exclude the hands and feet from the
optimization (see supplemental material).

3.2. Fitting Energy Formulation
Given an RGB-D video sequence withN +1 frames, we

minimize the following global energy:

ESeq(P) =

N∑
i=0

Ei
F (P) +

N−1∑
i=1

Ei
T (P) +

N∑
i=0

N∑
j=0

Ei,j
C (P)

This energy formulation considers per-frame energies Ei
F ,

temporal energies Ei
T , and pair-wise surface consistency

constraintsEi,j
C . P is the set of unknowns; namely the MLP

weights Θ, the shape β and the per frame pose parameters
xi.

Per-frame Energy The per-frame energy is based on
data-terms using the color frame Ci and depth frame. Given
the intrinsics of the depth camera, we back-project the depth
maps into the camera space using the pinhole camera model
Π, resulting in 3D locations per pixel which we call Di.
Based on the color frame Ci, we estimate the 2D joint posi-
tions J OP

i using OpenPose [9] and dense correspondences
MDP

i using DensePose [48]. In addition, we use Graphon-
omy [17] to estimate the silhouette SGi of the person in the
input image. With these inputs, we define the per-frame en-
ergy as:

Ei
F (P) = wOP · Ei

OpenPose(P) + wDP · Ei
DensePose(P)

+ wProj · Ei
Projective(P) + wSil · Ei

Silhouette(P)

+ wReg · Ei
Reg(P)

The detected 2D joint locations are used as a sparse energy
term:

E
i
OpenPose(P) = 1/KJ · |JOP

i,j − Π(Ji,j)|

where KJ = 25 is the number of joints and Ji are the cor-
responding regressed joints of the SMPL model. The per-
pixel DensePose energy term Ei

DensePose is defined as:

E
i
DensePose(P) =

∑
(p,c)∈MDP

i

P2P (Vc,Di(p))

KDP
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Figure 2: Given an RGB-D input sequence, we jointly optimize for the SMPL body parameters and a pose-conditioned
offset surface function (Dynamic Surface Function Network) which is represented by an MLP. Specifically, the MLP gets a
positionally encoded surface point of the canonical template surface and the pose parameters as input and predicts the offset
surface location. The pose parameters and the weights of the network are optimized based on the optimization of a global
analysis-by-synthesis energy formulation (green arrow).

KDP is the number of valid correspondences MDP
i esti-

mated by DensePose (p is the pixel and c the correspon-
dence on the SMPL surface). P2P (Vc, xyz) measures the
`1 point-to-point distance from the observation xyz to the
surface point of the model Vc = Sample(c, V (β, xi,Θ)).
The function Sample(c, V (β, x,Θ)) computes the surface
point based on the vertex indices (i0, i1, i2) and barycen-
tric coordinates (b0, b1, b2) provided by the correspondence
c = (i0, i1, i2, b0, b1, b2). In addition to the DensePose
term, we use a dense data term using projective correspon-
dencesMProj

i . The projective energy term is defined as:

E
i
Projective(P) =

∑
(p,c)∈MProj

i

P2P (Vc,Di(p)) + N2N(Vc,Di(p))

+P2N(Vc,Di(p))

N2N(Vc,Di(p)) measures the cosine similarity of the nor-
mals from the observation point Di(p) to the surface point
Vc. P2N(Vc,Di(p)) measures point to plane distance be-
tween the observation point Di(p) and the tangent plane at
the source point Vc.

The per-frame silhouette energy term Ei
Silhouette com-

putes the difference between the mask predictions from
[17] and the rendered subject’s silhouette Si(P). It is de-
fined as:

E
i
Silhouette(P) = |SG

i − Si(P)|

Note that our differentiable rasterizer explicitly applies edge
sampling at the boundary of the silhouette of the surface to
compute gradients.

To optimize for a smooth surface, we use the regularizer
Ei

Reg(P). Based on the topology of the template surface T ,

we apply a Laplacian regularizer:

E
i
Regularizer(P) =

∑
m∈T

∣∣∣∣∣Vm −
∑

n∈neighm
Vn

|neighm|

∣∣∣∣∣
2

Here, neighm denotes the 1-ring neighborhood of the m-th
vertex of the template topology.

Temporal Energy The temporal regularizerEi
T (P) is de-

fined as:

E
i
T (P) = w

surf
T · Ei

Tsurf
(P) + w

rot
T · Ei

Trot
(P)

We use a Laplacian regularizer on the surface of the model
in the temporal domain:

E
i
Tsurf

(P) = |Vi − (Vi−1 + Vi+1)/2|2

In addition, we apply a temporal regularizer on the joint
rotation matrices Ri = R(δ(xi)):

E
i
Trot

(P) = |Ri − Ri−1|2 + |Ri − Ri+1|2

Pair-wise Surface Consistency In each optimization step
for each frame i, we randomly select another frame j from
the sequence to measure surface consistencies. Specifically,
we measure the difference of the offset surfaces:

Ei,j
C (P) = wC · ω(xi, xj)|Vj · (OΘ(T, xi))−OΘ(T, xj))|

ω(xi, xj) = exp(−|R(δ(xi)) − R(δ(xj))|2) measures the
similarity of the poses in the two frames (excluding the root
joint pose) and Vj denotes the surface visibility in frame j.
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Figure 3: Without pose conditioning, only a static sur-
face function is learned, and dynamically changing pose-
dependent details such as wrinkles are not reconstructed. In
blue, we show the view rotated by 180◦.

3.3. Optimization Scheme

The energy formulation in Eq. 3.2 is optimized in two
stages. Specifically, we first minimize the energy only con-
sidering the SMPL body parameters for shape and pose to
get a good initial estimate. We use L-BFGS [26] to opti-
mize for these shape and pose parameters in sequential or-
der (we initialize the parameters with the parameters of the
previous frame). Using this initial fitting, we optimize for
all parameters P in a joint optimization using ADAM [25]
with random sampling of the input images. We refer to the
supplemental material for the used hyperparameters.

4. Results

In this section, we evaluate our method on synthetic as
well as on real-world data. For quantitative evaluations, we
use synthetic sequences based on the BUFF [67] dataset.
Real data inputs are captured with a Microsoft Kinect Azure
at a depth resolution of 640x576 and color image resolution
of 1080p at 15 fps (each recording is 200 frames long).We
align color images with depth maps using OpenCV and
apply distortion correction. These sequences are used to
demonstrate the applicability of our method to real-world
data, as well as to show qualitative comparisons. Specifi-
cally in Fig. 8, we show reconstructions of different persons
in varying clothing. As can be seen, we faithfully reproduce
the input data including the pose-dependent deformations of
the surface. The temporal coherence of our reconstructions
can be seen in the supplemental video. In Fig. 1, we show
results for novel poses using our representation based on
poses from the MOSH dataset [29].

Figure 4: To reconstruct a consistent surface, we apply a
pair-wise surface consistency loss, which measures the sur-
face difference of pairs of frames weighted by their pose
similarity. In green, we show the view rotated by 90◦.

4.1. Ablation Studies

The key components of our approach are the temporally
consistent tracking of the SMPL body as well as the recon-
struction of the surface using a pose-dependent MLP. In the
following, we will analyze the effects of our optimization
scheme as well as the dynamic surface MLP.

Static vs. Dynamic Surface MLP To handle pose de-
pendent deformation of the geometry such as wrinkles of
the clothing, we use a dynamic surface function network.
This network is conditioned on the pose parameters of the
underlying SMPL model. In Fig. 3, we show a comparison
of using a dynamic surface function network and a static
one (i.e., without providing the pose conditioning to the net-
work). As can be seen, only the pose conditioned network
is able to represent the dynamically deforming surface.

Pair-wise Surface Consistency The pair-wise consis-
tency regularizes the surface network to predict similar sur-
faces if the pose is similar. In Fig. 4, we show the effect of
this regularizer. As can be seen, the pair-wise surface con-
sistency loss leads to more details as well as to a 3D consis-
tent surface reconstruction. Without the pair-wise loss, the
surface tends to be closer to the SMPL surface.

Joint Optimization Our method is based on a joint global
optimization, i.e., the MLP is trained in conjunction to the
SMPL model parameters. In Tab. 1, we list the quantitative
evaluation for an ablation study that uses sequential opti-
mization (first optimization of the SMPL parameters, and
then training of the MLP). As can be seen, joint optimiza-
tion is crucial for the reconstruction quality.
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Figure 5: Our model is an explicit surface function.
CAPE [34] also models an explicit surface, it predicts the
offsets from SMPL with a graph based decoder. In contrast,
IF-Nets [11] represent the surface implicitly using an oc-
cupancy function. IP-Net [6] is a hybrid approach that fits
the SMPL model with additional vertex displacements to an
estimated implicit function.

4.2. Comparisons

Implicit Surface Representations Our dynamic surface
function networks estimate the surface points explicitly. A
classical rasterizer can be used to render these surfaces. In
contrast, implicit surface representations (like an occupancy
function) need to be ray-casted or converted into an ex-
plicit surface representation [30]. Since implicit functions
like IF-Nets [11] do not provide explicit correspondences
over a time series, regularizing the surface to deform in a
smooth and temporally consistent manner is non-trivial (re-
gions can disappear and appear at a different location). In
Fig. 5, we show a comparison to IF-Nets and IP-Nets on
an RGB-D sequence. IP-Net [6] is a hybrid, leveraging the
reconstruction abilities of IF-Nets and the controllability of
the SMPL body model. Both IF-Nets and IP-Nets take a

Method IoU ↑ C-`2 ↓ NC ↑
IF-Nets [11] 0.818 1.8cm 0.903
IP-Nets [6] 0.783 2.1cm 0.861
CAPE [34] 0.648 2.5cm 0.844
Ours w/o joint optimization 0.687 2.4cm 0.877
Ours 0.832 1.6cm 0.916

Table 1: Quantitative comparisons based on a sequence of
the BUFF dataset [67] (see Fig. 5). For all methods, we
provide synthetically rendered monocular RGB-D data in-
puts. In the table, we report the numbers for IoU, chamfer
distance (using `2-norm) and normal consistency w.r.t. the
complete meshes from the dataset.

Method EPE ↓
BodyFusion [64] 2.77cm
IP-Nets [6] 14.17cm∗

CAPE [34] 5.51cm
SMPL 4.33cm
Ours 2.63cm

Table 2: Quantitative comparisons based on the BodyFu-
sion dataset [64] which provides tracked VICON marker
locations for each RGB-D frame. The mean end-point-error
(EPE) is measured in 3D based on an `1 distance between
the tracked VICON markers and the corresponding points
on the reconstructed mesh. Note that both the CAPE base-
line and our method use the SMPL tracking as initialization.
∗ not using temporal information.

point cloud of a single frame as input and predict the im-
plicit surface. We use the masks predicted by Graphonomy
to remove the background points from the input. This in-
put is fed into the pretrained networks for single views pro-
vided by the authors as shown in their publications. Note
that the authors explicitly state that the networks generalize
to continuous articulations of temporal data from new data
sources. In Tab. 1, we show the corresponding errors w.r.t.
IoU, chamfer-distance and normal consistency. We observe
that our method leads to better reconstructions, with a tem-
porally consistent output mesh (see supplemental video).

BodyFusion [64] is a fusion method that integrates the
depth measurements into a volumetric SDF representation.
It leverages the skeleton of a body as a kinematic prior, thus,
outperforming general non-rigid fusion methods like Dy-
namicFusion [39] or VolumeDeform [24] in the scenario of
body reconstruction. In Tab. 2, we quantitatively compare
our method to BodyFusion as well as to IP-Nets. Note that
both BodyFusion as well as our method are using temporal
information, while IP-Net is applied frame-by-frame, thus,
leading to the highest tracking error. The tracking error is
measured by a mean `1 end-point error on the dataset pro-
vided by the authors of BodyFusion [64]. Aside from the
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Figure 6: Qualitative comparison to BodyFusion [64] based
on a sequence of their dataset. Note that this dataset has low
quality inputs, but still our approach is able to integrate de-
tails over the sequence to reconstruct a high quality model.

low-quality depth and color images, the dataset provides
the coordinates of tracked VICON markers used for eval-
uation (see Fig. 6). Our method results in the lowest error
and qualitatively results in sharper results.

Explicit Surface Representations In the results dis-
cussed above, we already mention IP-Nets [6] which model
the surface explicitly with per-vertex displacements on top
of the SMPL model, also known as SMPL-D. Our approach
with an MLP without pose conditioning is closely related
to SMPL-D (see Fig. 3). Instead of a discrete number of
displacement vectors, we represent the surface using a con-
tinuous function that can be evaluated on any surface point
of the SMPL model. In Tab. 1, we also include a compar-
ison to the graph neural network-based GAN for clothing
CAPE [34]. We used our optimization framework to esti-
mate the latent codes, based on the RGB-D inputs (see sup-
plemental material for more details). While the generative
approach has several advantages for reconstructing humans
from partial views or RGB images, it does not capture the
detail that our reconstruction method recovers.

5. Discussion
Our Dynamic Surface Function Networks are able to re-

construct and track a variety of sequences of different peo-
ple. The explicit representation of the surface allows us to
use differentiable rasterization for rendering, and to gen-
erate a temporally consistent mesh as well as global cor-
respondences, but it comes with the limitation of a fixed
topology, and, thus, is not able to represent topologically
changing surfaces.

Our approach is an optimization approach and belongs
to the class of methods that must be trained for each new
input sequence [37, 57, 52]. In particular, for the recon-
struction of a controllable representation this retraining of
the dynamic surface function network is practical and cru-
cial to get fine scale details such as wrinkles. If regions of

Figure 7: Our approach jointly optimizes the pose and the
dynamic surface function network based on the given input
data. It does not reconstruct regions that were not visible
in the sequence. In the shown example, the input data only
contained frontal views of the person.

the body are not visible in the input sequence (i.e., no data
terms), the surface in these regions is only regularized to be
smooth (see Fig. 7). The assumption of the pair-wise con-
sistency loss (similar clothing geometry for similar poses)
might not always hold for loose garment. Extending our
approach to such apparel is an interesting direction for fu-
ture work. Further improvements on wrinkle expressiveness
might be achieved by leveraging the dense color input.

6. Conclusion
Our approach reconstructs and tracks a clothed hu-

man using a single commodity RGB-D sensor, obtaining
a temporally-consistent surface reconstruction. The under-
lying dynamic surface function network is able to represent
pose-dependent deformations of the surface and allows to
re-animate the body. In our experiments, we demonstrate
the effectiveness of this representation and show state-of-
the-art reconstruction performance. The proposed repre-
sentation offers a variety of advantages such as a consis-
tent mesh structure, dynamically changing surface and the
possibility to extend it to other attributes (see supplemental
material).
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Figure 8: Temporally coherent reconstructions of clothed humans using our proposed dynamic surface function networks.
The input data has been captured by a Microsoft Kinect Azure. Each sequence is 200 frames long.
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