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Figure 5: Results of Ask&Confirm based on S-SCAN. The horizontal axis represents the query turn. Q denotes the number

of queries and A denotes the action number in each round.
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Figure 6: Results of different policies.The horizontal axis represents the query turn. The vertical axis represents R@10. The

proposed RL-based policy learning approach outperforms others.

[ Method [R@T [ R@5 [R@IO] MR JQT A]
T-CMPL+AC [ +19 [ +99 [ +10.7 [ -2796 | 1 | 10
S-SCAN+AC | +4.1 | +20.3 | +394 | -320.0 | 1 | 10
T-CMPL+AC | +1.3 +7.4 +8.9 720 | 2 5
S-SCAN+AC | +2.1 | +11.5 | +26.0 | -96.0 | 2 | 5
T-CMPL+AC | +0.6 | +3.1 +15.5 -195 [ 4] 3
S-SCAN+AC | +0.6 | +152 | +14.2 | -21.1 4 | 3

Table 4: Results of Ask&Confirm on different basic re-
trieval models after 10 rounds.

tion, we compare Ask&Confirm (AC) with Drill-Down
(DD) [29] and WhittleSearch (WS) [13] where DD is a
description-based method and WS is a tag-based method.
To make a fair comparison of interactive mode, we re-
implement DD and WS based on S-SCAN and adopt their
interactive mode. 50 images are sampled from the test set.
For each image, 4 different users (details in supplementary)
are required to retrieve it in 5 rounds with 3 different meth-
ods. The retrieval performance in terms of R@1, R@5,
R@10 and Mean Rank (Mean) are shown in Figure 7 (a).

To evaluate users’ effort on different methods, we record
the average time users take to retrieve each image. AC costs
37.67s, DD costs 53.60s and WS costs 35.18s.

Conclusion on Performance: Ask&Confirm achieves
similar R@k accuracy and much better Mean Rank com-
pared to DD. Ask&Confirm significantly outperforms WS.

Conclusion on User Effort: Ask&Confirm takes signif-
icantly less time to complete the retrieval compared to DD
and takes similar time compared to WS.

Overall, Ask&Confirm achieves similar performance
with description-based interaction and similar retrieval time
with tag-based interaction. It examines that Ask&Confirm
not only achieves a friendly user experience, but also
achieves excellent retrieval performance. Furthermore, Fig-

(b) Object Dlstrlbutlon

(a) User Study
Figure 7: (a) User study. AC denotes Ask&Confirm. (b)
Object distribution during the user study.

ure 7 (b) shows the percentage of objects provided by
Ask&Confirm in the user study. It demonstrates what the
RL-based policy learns from the image gallery.

5. Conclusion

We firstly introduce the partial-query problem that easily
makes cross-modal retrieval models collapsed and propose
Ask&Confirm, an interactive retrieval framework, to tackle
this problem. Ask&Confirm heuristically guides users to
enrich details of images by actively searching for discrim-
inative objects of the target image for users to confirm. A
weakly-supervised RL-based policy is proposed to conduct
the active search, which leverages the characteristics of the
image gallery. Experimental results demonstrate the ef-
fectiveness and robustness of Ask&Confirm. The weakly-
supervised training procedure also makes it more practical
than other dialog-based retrieval models.

6. Acknowledgement

This work is supported by Joint Funds of the National Science Fnund,mon of China under Grant U18092006, the
Shanghai icipal Science and Technology C ittee of Shanghz (‘ demic Leaders Plan undu Gmnl
19XD1434000, the Projects of International Cooperation of Shanghai N I Science and Technology C
under Grant 19490712800, the National Natural Science Foundation of China under Grant 61772369, Grant 61773166,
Grant 61771144, National Key R&D Program of China under Grant 2020YFA0711400, Shanghai Municipal Science
and Technology Major Project (2021SHZDZX0100), Shanghai Municipal Commission of Science and Technology
Project (19511132101), the Changjiang Scholars Program of China, and the Fundamental Research Funds for the
Central Universities.

1842



References

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

(10]

[11]

[12]

[13]

(14]

Peter Anderson, Xiaodong He, Chris Buehler, Damien
Teney, Mark Johnson, Stephen Gould, and Lei Zhang.
Bottom-up and top-down attention for image captioning and
visual question answering. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
6077-6086, 2018.

Abhishek Das, Satwik Kottur, Khushi Gupta, Avi Singh,
Deshraj Yadav, José MF Moura, Devi Parikh, and Dhruv Ba-
tra. Visual dialog. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pages 326-335,
2017.

Abhishek Das, Satwik Kottur, Jos¢ MF Moura, Stefan Lee,
and Dhruv Batra. Learning cooperative visual dialog agents
with deep reinforcement learning. In Proceedings of the
IEEE International Conference on Computer Vision, pages
2951-2960, 2017.

Maaike de Boer, Klamer Schutte, and Wessel Kraaij. Knowl-
edge based query expansion in complex multimedia event
detection. Multimedia Tools and Applications, 75(15):9025-
9043, 2016.

Fartash Faghri, David J Fleet, Jamie Ryan Kiros, and Sanja
Fidler. Vse++: Improving visual-semantic embeddings with
hard negatives. 2018.

Myron Flickner, Harpreet Sawhney, Wayne Niblack,
Jonathan Ashley, Qian Huang, Byron Dom, Monika
Gorkani, Jim Hafner, Denis Lee, Dragutin Petkovic, et al.
Query by image and video content: The gbic system. Com-
puter, 28(9):23-32, 1995.

Xiaoxiao Guo, Hui Wu, Yu Cheng, Steven Rennie, Gerald
Tesauro, and Rogerio Feris. Dialog-based interactive image
retrieval. In Advances in Neural Information Processing Sys-
tems, pages 678-688, 2018.

Yuanfeng He, Yuanxi Li, Jiajia Lei, and Clement HC Leung.
A framework of query expansion for image retrieval based
on knowledge base and concept similarity. Neurocomputing,
204:26-32, 2016.

Zhong Ji, Haoran Wang, Jungong Han, and Yanwei
Pang. Saliency-guided attention network for image-sentence
matching. In Proceedings of the IEEE International Confer-
ence on Computer Vision, pages 5754-5763, 2019.

Diederik P Kingma and Jimmy Ba. Adam: A method for
stochastic optimization. arXiv preprint arXiv:1412.6980,
2014.

Adriana Kovashka and Kristen Grauman. Attribute pivots for
guiding relevance feedback in image search. In Proceedings
of the IEEE International Conference on Computer Vision,
pages 297-304, 2013.

Adriana Kovashka and Kristen Grauman. Attributes for im-
age retrieval. In Visual Attributes, pages 89—117. Springer,
2017.

Adriana Kovashka, Devi Parikh, and Kristen Grauman.
Whittlesearch: Image search with relative attribute feedback.
In 2012 IEEE Conference on Computer Vision and Pattern
Recognition, pages 2973-2980, 2012.

Ranjay Krishna, Yuke Zhu, Oliver Groth, Justin Johnson,
Kenji Hata, Joshua Kravitz, Stephanie Chen, Yannis Kalan-

[15]

[16]

(17]

(18]

(19]

[20]

(21]

(22]

(23]

[24]

[25]

[26]

(27]

1843

tidis, Li-Jia Li, David A Shamma, et al. Visual genome:
Connecting language and vision using crowdsourced dense
image annotations. International Journal of Computer Vi-
sion, 123(1):32-73, 2017.

Kuang-Huei Lee, Xi Chen, Gang Hua, Houdong Hu, and Xi-
aodong He. Stacked cross attention for image-text matching.
In Proceedings of the European Conference on Computer Vi-
sion (ECCV), pages 201-216, 2018.

Lizi Liao, Yunshan Ma, Xiangnan He, Richang Hong, and
Tat-seng Chua. Knowledge-aware multimodal dialogue sys-
tems. In Proceedings of the 26th ACM International Confer-
ence on Multimedia, pages 801-809, 2018.

Chunxiao Liu, Zhendong Mao, An-An Liu, Tianzhu Zhang,
Bin Wang, and Yongdong Zhang. Focus your attention: A
bidirectional focal attention network for image-text match-
ing. In Proceedings of the 27th ACM International Confer-
ence on Multimedia, pages 3—11, 2019.

Yongli Liu, Chao Li, Pin Zhang, and Zhang Xiong. A query
expansion algorithm based on phrases semantic similarity. In
2008 International Symposiums on Information Processing,
pages 31-35, 2008.

Sho Maeoki, Kohei Uehara, and Tatsuya Harada. Interactive
video retrieval with dialog. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition
Workshops, pages 952-953, 2020.

Nils Murrugarra-Llerena and Adriana Kovashka. Image re-
trieval with mixed initiative and multimodal feedback. In
British Machine Vision Conference 2018, BUVC 2018, New-
castle, UK, September 3-6, 2018, page 310. BMVA Press,
2018.

Nils Murrugarra-Llerena and Adriana Kovashka. Image re-
trieval with mixed initiative and multimodal feedback. Com-
puter Vision and Image Understanding, 207:103204, 2021.

Apostol Natsev, Alexander Haubold, Jelena Tesié, Lexing
Xie, and Rong Yan. Semantic concept-based query expan-
sion and re-ranking for multimedia retrieval. In Proceedings
of the 15th ACM international conference on Multimedia,
pages 991-1000, 2007.

Andrew Y Ng, Daishi Harada, and Stuart Russell. Policy in-
variance under reward transformations: Theory and applica-
tion to reward shaping. In ICML, volume 99, pages 278-287,
1999.

Aishwarya Padmakumar and Raymond J Mooney. Dia-
log policy learning for joint clarification and active learning
queries. arXiv preprint arXiv:2006.05456, 2020.

Devi Parikh and Kristen Grauman. Relative attributes. In
Proceedings of the IEEE International Conference on Com-
puter Vision, pages 503-510, 2011.

Yong Rui, Thomas S Huang, Michael Ortega, and Sharad
Mehrotra. Relevance feedback: A power tool for interac-
tive content-based image retrieval. IEEE Transactions on
Circuits and Systems for Video Technology, 8(5):644—655,
1998.

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Rad-
ford, and Oleg Klimov. Proximal policy optimization algo-
rithms. arXiv preprint arXiv:1707.06347,2017.



(28]

[29]

(30]

(31]

(32]

(33]

(34]

(35]

[36]

(37]

Sarah Shomstein and Steven Yantis. Control of attention
shifts between vision and audition in human cortex. Jour-
nal of Neuroscience, 24(47):10702-10706, 2004.

Fuwen Tan, Paola Cascante-Bonilla, Xiaoxiao Guo, Hui Wu,
Song Feng, and Vicente Ordonez. Drill-down: Interactive re-
trieval of complex scenes using natural language queries. In
Advances in Neural Information Processing Systems, pages
2651-2661, 2019.

Alex HC van der Heijden. Selective Attention in Vision.
Routledge, 2003.

Nam Vo, Lu Jiang, Chen Sun, Kevin Murphy, Li-Jia Li, Li
Fei-Fei, and James Hays. Composing text and image for
image retrieval-an empirical odyssey. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 6439-6448, 2019.

Yaxiong Wang, Hao Yang, Xueming Qian, Lin Ma, Jing Lu,
Biao Li, and Xin Fan. Position focused attention network
for image-text matching. In Proceedings of the Twenty-
Eighth International Joint Conference on Artificial Intelli-
gence, IJCAI-19, pages 3792-3798. International Joint Con-
ferences on Artificial Intelligence Organization, 7 2019.
Hong Wu, Hanqing Lu, and Songde Ma. Willhunter: In-
teractive image retrieval with multilevel relevance. In Pro-
ceedings of the 17th International Conference on Pattern
Recognition, 2004. ICPR 2004., volume 2, pages 1009—
1012, 2004.

Xinru Yang, Haozhi Qi, Mingyang Li, and Alexander Haupt-
mann. From a glance to” gotcha”: Interactive facial image
retrieval with progressive relevance feedback. arXiv preprint
arXiv:2007.15683, 2020.

Aron Yu and Kristen Grauman. Fine-grained compar-
isons with attributes. In Visual Attributes, pages 119-154.
Springer, 2017.

Ying Zhang and Huchuan Lu. Deep cross-modal projection
learning for image-text matching. In Proceedings of the Eu-
ropean Conference on Computer Vision (ECCV), pages 686—
701, 2018.

Z.Zhu, J. Xu, X. Ren, Y. Tian, and L. Li. Query expansion
based on a personalized web search model. In Third Interna-
tional Conference on Semantics, Knowledge and Grid (SKG
2007), pages 128-133, 2007.

1844



