Not All Operations Contribute Equally: Hierarchical Operation-adaptive Predictor for Neural Architecture Search
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Abstract

Graph-based predictors have recently shown promising results on neural architecture search (NAS). Despite their efficiency, current graph-based predictors treat all operations equally, resulting in biased topological knowledge of cell architectures. Intuitively, not all operations are equally significant during forwarding propagation when aggregating information from these operations to another operation. To address the above issue, we propose a Hierarchical Operation-adaptive Predictor (HOP) for NAS. HOP contains an operation-adaptive attention module (OAM) to capture the diverse knowledge between operations by learning the relative significance of operations in cell architectures during aggregation over iterations. In addition, a cell-hierarchical gated module (CGM) further refines and enriches the obtained topological knowledge of cell architectures, by integrating cell information from each iteration of OAM. The experimental results compared with state-of-the-art predictors demonstrate the capability of our proposed HOP.

1. Introduction

Recently, neural architecture search (NAS) has aroused significant interest due to its capability to automate the architecture engineering process [43, 17]. NAS has obtained competitive results compared with hand-crafted architectures in various tasks, such as image classification [18, 28], object detection [31, 25], and semantic segmentation [10, 38]. Current NAS algorithms can be roughly classified into four categories: reinforcement learning-based methods, evolution-based methods, gradient-based methods, and predictor-based methods.

Reinforcement learning-based methods [43, 2] construct an architecture by deriving discrete components with validation accuracy as a reward. Evolution-based methods [12, 14] utilize mutations and combinations of components to generate architectures. Gradient-based methods [13, 34] construct a continuous search space where the architectures share parameters in a super-network. However, the above three types of methods are either time-consuming or space-consuming. In contrast, predictor-based methods aim to train a predictor that directly predicts the performance of given network architectures concerning network architectures' topological knowledge. Due to the flexibility and low computational cost, predictor-based methods have attracted increasing attention recently. Current predictor-based methods mainly have two types: the sequence-based predictor [16, 30] and the graph-based predictor [6, 24]. We focus on exploring graph-based predictors for cell search.

The graph-based predictors model cell architectures as directed acyclic graphs (DAG) [8, 18] and accordingly use graph neural networks (GNNs) [22] to encode the architectures' topological knowledge. However, current graph-based predictors generally treat all operations equally. They consequently fail to capture the diverse knowledge in the details of architectures, i.e., not all operations are equally significant during forwarding propagation when aggregating information from these operations to another operation.
To address the above issue, we propose a Hierarchical Operation-adaptive Predictor (HOP) for NAS. The main contributions of HOP lie in three fold:

- Within HOP, we design an operation-adaptive attention module (OAM) for learning the relative significance of operations when aggregating information flow from these operations to a given node. OAM naturally models the information flow processes during the forwarding propagation of network architectures. Through iterations, the diverse knowledge of each operation is effectively aggregated in the corresponding node embedding. As far as we know, this is the first work of NAS to discuss the relative significance of operations.

- HOP proposes a cell-hierarchical gated module (CGM) for integrating hierarchical knowledge of cell embeddings from different iterations of OAM. The cell embeddings are obtained by averaging the node embeddings in the corresponding iterations. The integrated knowledge comprehensively captures the topological knowledge and is used for performance prediction. CGM could effectively refine and enrich the obtained topological knowledge of architectures and thus improve the performance.

- We conduct extensive experiments on commonly used benchmarks. The experimental results demonstrate that HOP achieves the new state-of-the-art. Specifically, we compare the performance of GATES [18], which is a representative GCN-based predictor, and HOP. GATES is the state-of-the-art graph-based predictor that does not consider relative significance between operations. As shown in the experiments, HOP significantly outperforms GCN, which indicate the necessity of considering relative significance of operations. Moreover, the experiments also demonstrate that HOP has high interpretability of the cell architectures and probably could inspire new network architecture designs.

2. Related Work

2.1. Neural Architecture Search

Neural Architecture Search (NAS) automates the design of state-of-the-art neural networks. The early NAS approaches were mainly based on reinforcement learning (RL) [47] and evolutionary learning (EA) [21]. RL-based methods [45, 2] apply policy networks to guide the selection of the architecture components sequentially. EA-based methods [12, 13] evolve a population of initialized architectures with the corresponding validation accuracy as fitness. However, both RL-based and EA-based methods consume substantial computational resources, since a large number of candidate architectures are required to be trained for evaluation. In order to reduce the computational cost, parameter sharing is introduced in [19], where candidate architectures are sub-graphs of a large computational graph, hence forcing all architectures to share parameters. But the architecture search is still inefficient, since the architectures are searched over a discrete search space, requiring a large number of architecture evaluations.

Gradient-based methods [13, 44] relax the search space to be continuous based on parameter sharing, so that the architecture can be optimized with respect to its validation loss by gradient descent. However, parameter sharing may lead to performance inconsistency between the supernet and the fully-trained sub-net [24, 34], and the predicted ranking of candidate architectures may be far from the true rankings [37, 15]. The results of gradient-based methods can also be sensitive to initialization [24], which hinders reproducibility. Predictor-based methods [8, 9] utilize a performance predictor to sample architectures that are worth evaluating, which can improve the search and evaluation efficiency without affecting the effectiveness of NAS. In this work, we focus on predictor-based NAS.

2.2. Architecture Performance Predictors

The encoding schemes are important for the architecture performance predictors. There are different kinds of encoding schemes, which mainly include Bayesian-based ones [9, 1], sequence-based ones [16, 30] and graph-based ones [24, 13]. For Bayesian-based methods, [9] learns a performance predictor from a Bayesian perspective, where the correlations between architectures and their performances are modeled by the kernel function and mean function of a Gaussian Process (GP). For sequence-based methods, [16] builds a accuracy predictor based on LSTM and fully connected layers which flatten an architecture into a string, where the topological information of architectures could only be modeled implicitly.

For graph-based methods, [24] utilizes a GCN-based predictor as a surrogate model for Bayesian optimization to select multiple related architectures in each iteration. However, it models operations as graph nodes, which cannot be applied to search spaces where operations are on the graph edges. [13] proposes another GCN-based predictor which models data information as graph nodes, and treats operations as the transformations of the data nodes, which can model the data processing in a neural architecture more reasonably. However, GCNs are unable to model the relative significance of different operations and different graph layers due to the predefined graph structure, which motivates our Hierarchical Operation-adaptive Predictor (HOP) approach.
2.3. Graph Neural Module

There are many applications involving data represented in the form of graphs, such as visual relationship detection \cite{41, 40}, scene graph generation \cite{26, 45}, and image retrieval \cite{32, 42}. Graph Neural Network (GNN) \cite{22} is introduced as a generalization of recursive neural networks to directly operate on graphs. Graph Convolutional Network (GCN) \cite{7} is a typical structure to learn representations for nodes, which conducts spatial convolution by aggregating node features in local neighborhoods on graph \cite{36, 3}. However, the graph convolution in GCN is restricted in the predefined graph structure, which makes GCN unable to model the relative importance of different nodes, thus limits the representational ability of GCN.

Graph Attention Network (GAT) \cite{27} leverages masked self-attention layers to address the shortcomings of GCNs, which enables the nodes to attend over their neighborhoods’ features by assigning different weights to different nodes in a neighborhood during feature aggregation, without requiring any costly matrix operation or any prior knowledge of the graph. GAT has been successfully employed in many applications. \cite{29} proposed a relational GAT for aspect-based sentiment analysis. \cite{46} proposed a structured GAT for vehicle re-identification. \cite{59} proposed a spatio-temporal dual GAT for query-poi matching. In this work, inspired by GAT, we design an operation-adaptive attention module (OAM) to encode neural architectures.

3. Hierarchical Operation-adaptive Predictor

As shown in Figure 1, our proposed hierarchical operation-adaptive predictor (HOP) consists of two modules: the operation-adaptive attention module (OAM) and the cell-hierarchical gated module (CGM). Specifically, for a cell architecture, HOP first uses OAM to obtain the diverse knowledge of operations through iterations. Then, CGM is adopted to integrate cell representations of different iterations for the final topological knowledge and performance prediction. In the remaining subsections, We first explain several preliminaries. Then, we introduces the details of OAM and CGM, sequentially.

3.1. Preliminary

Graphical Representation. Instead of searching for an entire network architecture, a more feasible strategy is to search for a repeatable structure \cite{48}, which factorizes the search space via cells and blocks. For the sake of simplicity, we only conduct cell search in this paper following \cite{8}. Specifically, to describe the topological knowledge in a cell, HOP represents the cell of a given architecture as a directed acyclic graph (DAG) $G = \{V, E\}$. Note that each node/edge in the DAG corresponds to one specific operation (e.g., Conv3x3) in the cell. We also treat input and output as operations. The edge $e_{ij}$ represents the information flow from the node $v_i$ to node $v_j$. Therefore, the adjacent matrix $A$ is defined as $A_{ij}=a_{ij}$. If $v_j$ obtains information flow from $v_j$, then $a_{ij}$ is calculated by HOP, otherwise $a_{ij}$ is set as 0. We use $Ne_i$ denote the set of node $v_i$, in which $a_{ij} \neq 0$.

Search Space. There are two types of commonly used search cell spaces: operation on nodes (OON) and operation on edges (OOE) \cite{13}. For the OON search spaces, the operations are performed on the nodes of the DAG, whereas, for the OOE search spaces, the operations are performed on the edges of the DAG. This requires HOP to have the ability to deal with cell search under both situations.

3.2. Operation-adaptive Attention Module

The key of graph-based predictors for NAS is to understand and capture the topological knowledge of cells. However, previous graph-based predictors ignore the diverse knowledge or the relative significance of each operation. They generally exploit GCNs, which are efficient but cannot model the relative significance of the information flow through operations from some nodes to another node in DAG. Consequently, previous methods still obtain biased topological knowledge and provide sub-optimal predictions for the cell architectures’ performance. To address the above issues, we design an operation-adaptive attention module (OAM), which exploits attention to explore the diverse knowledge of operations in the cell architectures.

Specifically, for a given cell architecture $G$, OAM first generates the embedding (or the feature map) $\vec{x}_i$ for each node $v_i$ and the embedding $\vec{e}_i$ for each corresponding operation. If two operations contain the same operation categories, their operation embeddings are set as the same. For the Node Embedding of OON. In the search spaces of OON, the operations are performed on the node, therefore, OAM first obtains information from different nodes.

$$a_{ij} = \frac{\exp(m_{ij})}{\sum_{k \in Ne_i} \exp(m_{ik})},$$ (1)

where

$$m_{ij} = \text{LeakyReLU}(W_o[W_x\vec{x}_i || W_x\vec{e}_j]),$$ (2)

where $Ne_i$ is the set of nodes $v_j$ that can pass information to node $v_i$. $W$ is a learnable transformation matrix. $||$ is the concatenation operation. We use LeakyReLU (with a negative slope of 0.2) following \cite{27}. We use the attention process, because it can automatically notice the relative significance between operations.

The new embedding of the $i$-th node in OON search spaces is obtained by weighted aggregation of the information flow from the corresponding operations. The process is defined as follows:

$$\vec{x}'_i = \sigma(W_o\vec{o}_i) \odot \sum_{j \in Ne_i} \alpha_{ij} W_x\vec{x}_j,$$ (3)
where \( \tilde{o}_i \) is the operation applied to the \( i \)-th node, which is transformed by a learnable weight matrix \( W_o \in \mathbb{R}^{C_x \times C_o} \), and activated by sigmoid function \( \sigma \) to generate a soft operation mask.

For a comprehensive analysis, we obtain hierarchical-level embeddings of nodes through iterations. Suppose \( \tilde{x}_i^{t} \) represents the embedding of node \( v_i \) at \( t \)-iteration. Then, the update is \( \tilde{x}_i^{t+1} = \tilde{x}_i^{t} + \tilde{z}_i^{t} \).

**For the node embedding of OOE.** In the search spaces of OOE, the operations are performed on the edges. Different from the process for search spaces of OON, OAM first transforms information from different nodes by using corresponding operations. Therefore, OAM defines the embedding \( \tilde{o}_{ij} \) for the corresponding operation between nodes \( v_i \) and \( v_j \). The process is defined as:

\[
\tilde{z}_{ij} = \sigma(W_o \tilde{o}_{ij}) \odot W_x \tilde{x}_j.
\] (4)

Then, OAM aggregates information flow from different operations to the targeted node. We first calculate the relative significance of operations through an attention network. The process is defined as:

\[
a_{ij} = \frac{\exp(m_{ij})}{\sum_{k \in \mathcal{N}_i} \exp(m_{ik})},
\] (5)

where

\[
m_{ij} = \text{LeakyReLU}(W_o [\tilde{x}_i \parallel \tilde{z}_{ij}]).
\] (6)

Then, the embedding of the \( i \)-th node in OOE search spaces is obtained by weighted aggregate of information flow from different operations as follows:

\[
x_i^{t+1} = \sum_{j \in \mathcal{N}_i} a_{ij} \tilde{z}_{ij}.
\] (7)

With the learned attention coefficient \( a_{ij} \) in Eq. (1) and Eq. (5), OAM is able to revalue the relative significance between different operations when aggregating information flow from these operations to the next nodes. The above manner is reasonable and practical to model the forwarding propagation, thus improving the ability of HOP to capture the topological knowledge of cell architectures.

### 3.3. Cell-hierarchical Gated Module

Note that OAM only provides node embeddings of Cells. Despite that each node embedding capture the diverse knowledge of operations, there still lacks an efficient mechanism to incorporate all node embedding for the final knowledge of the cell. Previous methods generally use the last iteration of stacked GNNs for the prediction. However, such a manner ignores hierarchical details of the topological knowledge of the graph, concerning each iteration of
stacked GNNs only can capture limited characteristics of the cell \cite{33, 4}. Motivated from the above analysis, we propose a cell-hierarchical gated module to comprehensively describe the cell architectures.

**Cell embedding.** In our proposed CGM, we first obtain the cell embedding of each iteration of OAM. The cell embedding of each iteration of OAM is treated as a specific view of topological knowledge of the overall cell architectures. The cell embedding is calculated as:

$$\tilde{h}_t = \frac{1}{N} \sum_{i=1}^{N} \bar{z}_i^t,$$  \hspace{1cm} (8)

where $N$ is the number of nodes and $t$ indicates the $t$-th iteration.

**Hierarchical gated fusion.** To obtain more robust performance, we adopt an gated module to fuse all cell embeddings. The process is defined as:

$$\bar{s} = \text{MLP}\left(\sum_{i} \beta_i \tilde{h}_i\right),$$  \hspace{1cm} (9)

where $B = \text{Sigmoid}(\text{MLP}(||\tilde{h}_i||))$,  \hspace{1cm} (10)

where $\beta_i$ is the $t$-th element of $B$, which contains the weights of different layers. $\text{MLP}(\cdot)$ is a multilayer perceptron. $||\tilde{h}_i||$ indicates the concatenation of all cell embeddings. With the help of the hierarchical layer attention in Eq. \(9\), each feature layer is assigned with a attention weight which indicates its importance for the prediction of the architecture performance, thus significance of different layers is well handled, and the topology knowledge of architectures is comprehensively described, leading to the performance improvement of the predictor.

### 3.4. Loss Function

We introduce the optimization process of the proposed predictor HOP. Since our goal is to obtain the accurate relative ranking order of architectures rather than the absolute performance values, we adopt ranking loss instead of regression loss like MSE for better ranking correlation prediction. Specifically, we train the predictors with a hinge pair-wise ranking loss as follows:

$$L = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{|T_i|} \sum_{j \in T_i} \text{Max}(0, m - (s_i - s_j))$$  \hspace{1cm} (11)

where $T_i = \{ j : y_i > y_j \}$. $s_i$ denotes the performance score of the $i$-th input architecture. And each architecture $i$ is matched with every other architecture $j$, and $T_i$ is the collection which only keeps the pairs with $y_i > y_j$, where $y_i$ is the ground-truth performance of the $i$-th architecture; $|T_i|$ is the size of the set $T_i$, $M$ is the number of training architectures in a batch, $m$ is the compare margin which is set to 0.1 in our experiments.

### 3.5. Neural Architecture Search with HOP

The predictor-based NAS search process with our proposed HOP is summarized in Alg. \[\text{Algorithm 1: The search process of the predictor-based NAS with HOP}\]. Specifically, the predictor-based neural architecture search process includes three steps: 1) the architecture sampling with the predictor, 2) the evaluation of the sampled architectures with training, and 3) the training of the performance predictor.

For the step of architecture sampling, we randomly sample $N$ architectures from the search space $\mathcal{A}$, then choose the best $K$ among them according to the predictor’s performance evaluation results. For the architecture evaluation step, we evaluate each sampled architecture by training to get its ground-truth performance, which is a computational expensive process. Finally, we train the predictor with the sampled architectures and their corresponding ground-truth performance. These three steps are repeated until an accurate predictor is obtained.

Compared with the architecture evaluation with training, the architecture evaluation with the predictor is more efficient, which only needs a forward pass. Suppose the pre-
predictor is accurate and has a good generalization ability, in which case, it can predict the performance well on the unseen architectures with only a small number of trained architectures, thus the searching efficiency of NAS will be greatly improved.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Proportions of 381262 training samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05%</td>
</tr>
<tr>
<td>MLP [30]</td>
<td>0.3971</td>
</tr>
<tr>
<td>LSTM [30]</td>
<td>0.5509</td>
</tr>
<tr>
<td>BOGCN [24]</td>
<td>0.5343</td>
</tr>
<tr>
<td>GATES [18]</td>
<td>0.7634</td>
</tr>
<tr>
<td>HOP (w.o. CGM)</td>
<td>0.7773</td>
</tr>
<tr>
<td>HOP (CGM)</td>
<td>0.7819</td>
</tr>
</tbody>
</table>

Table 1. Kendall’s Tau of different predictors on NAS-Bench-101 dataset, where 90% (381262) architectures in the dataset are used for training, and the remaining 42363 architectures are used for testing. The proportion of the training samples varies from 0.05% (190) to 100%. The performance on a small number of training samples shows the generalization ability of the predictor.

4. Experiments

We evaluate the performance of the proposed Hierarchical Operation-adaptive Predictor (HOP) for Neural Architecture Search (NAS) via extensive experiments on both the OON and OOE search spaces. First, we introduce the representative datasets and evaluation metrics on the two search spaces. Next, we validate the accuracy and the generalization ability of HOP on these datasets. Finally, we demonstrate the improvement of the searching efficiency of NAS with HOP on the ENAS search space.

4.1. Datasets and Evaluation Metrics

**NAS-Bench-101** [35] is a typical dataset on OON search space for improving the reproducibility. It contains 423,624 unique neural network architectures generated from a fixed graph-based search space which includes 7 nodes and 3 possible operations: conv $3 \times 3$, conv $1 \times 1$, and max pooling $3 \times 3$. It provides the trained and evaluated performance of these architectures on CIFAR-10 dataset. **NAS-Bench-201** [5] is another NAS benchmark dataset on OOE search space, which includes 15,625 architectures in total and provides the performance of each architecture on CIFAR-10, CIFAR-100, and ImageNet-16-120 datasets. It consists of 4 nodes and 5 possible operations: zeroize, skip connection, conv $1 \times 1$, conv $3 \times 3$, average pooling $3 \times 3$. We use the performance on CIFAR-10 in our experiments.

We use two metrics for evaluation of the performance of the predictor. The first is **Kendall’s Tau** [23] which is used to describe the correlation between the predicted and the ground-truth relative ranking order of architectures. The Kendall’s Tau of two identical rankings is 1, of two unrelated rankings is 0. The other metric is **N@K** which represents the best true ranking among the top-K architectures chosen with the predicted scores.

4.2. HOP Evaluation on OON Search Space

**Implementation Details** We evaluate HOP for OON search space with NAS-Bench-101. Following [18], the first 90% (381,262) architectures are used as the training data, and the remaining 10% (42,362) architectures are used as the testing data. We use different proportions of the training data, from 0.05% (i.e., 190 architectures) to 100%, to evaluate the generalization ability of the predictor. The number of graph layers $L$ in HOP is set to 5. The margin of the hinge pairwise loss in Eq. (11) is set to 0.1.

Optimization is done by Adam with learning rate set to 0.001. The model is trained for 200 epochs with batch size set to 512. We compare the proposed HOP with the sequence-based predictors (MLP, LSTM) [30], GCN-based predictors (operation as node, feature as node) [24] [18]. The mentioned training settings are the same for all predictors for fair comparison.

**Results** As shown in Table 1 and Table 2, HOP achieves the highest Kendall’s Tau and the best N@5 and N@10 on the testing set of NAS-Bench-101 consistently with different training proportions compared with various baseline predictors. And the proposed OAM and CGM modules all bring performance improvement. The superiority of HOP over other predictors is significantly obvious when there are only a few training samples.
In specific, compared with the GCN-based predictor GATES, HOP shows an improvement of 1.85% for Kendall’s Tau, 62 places for N@5, and 62 places for N@10 when only 0.05% (190) architectures are used for training; 3.45% for Kendall’s Tau, 20 places for N@5, and 21 places for N@10 when 0.1% (381) architectures are used for training. This indicates that HOP has a good generalization ability which enables it to predict well on unseen architectures even trained on a small number of architectures. This improves the NAS efficiency, since only a few architectures are needed to be trained to get an accurate predictor.

### 4.3. HOP Evaluation on OOE Search Space

**Implementation Details** We evaluate HOP for OOE search space with NAS-Bench-201. Following [13], we use the first 50% (7,813) architectures as the training data, and the other 50% architectures as the testing data. The proportion of the training samples varies from 1% (i.e., 78 architectures) to 100%.

**Results** As shown in Table 3 and Table 4, HOP achieves the best results on Kendall’s Tau, N@5 and N@10 respectively with different training proportions compared with the baselines. The performance improvement of HOP is more significant especially when there are only a few training architectures. For example, with only 78 training architectures, HOP improves Kendall’s Tau by 2.12%, N@5 by 18 places, N@10 by 18 places compared with the GCN-based predictor GATES.

### 4.4. Ablation Studies

**Number of OAM Layers** We study the influence of the number of OAM layers on the performance of the predictor. As can be seen in Table 5, the performance is improved with the increase of OAM layers. This suggests that OAM can effectively aggregate the diverse knowledge of each operation by learning the relative significance of operations. Although adding more OAM layers can bring consistent performance improvement, we set the number of OAM layers to 5 considering the searching efficiency of NAS.

**Layer Fusion Method** We study the influence of the graph layer fusion method on the performance of the predictor. We try three different kinds of fusion methods, namely, No Fusion method, which only utilizes the cell embeddings from all OAM layers, CGM method which applies an gated manner to integrate the cell embeddings from all OAM layers. As shown in Table 6, CGM achieves the best performance, which demonstrates that CGM could effectively refine and enrich the obtained topological knowledge of architectures. However, directly averaging all OAM layers doesn’t improve the performance or even deteriorate it. This is because the importance of different OAM layers is different for the prediction, averaging all OAM layers will degrade the significance of the OAM layers with valuable information.

---

**Table 3. Kendall’s Tau of different predictors on NAS-Bench-201 dataset, where the first 50% (7,813) architectures are used for training, and the reaming are used for testing. The proportion of training samples varies from 1% (78) to 100%**

<table>
<thead>
<tr>
<th>Predictor</th>
<th>1% (78)</th>
<th>10% (781)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP [30]</td>
<td>0.0974</td>
<td>0.3959</td>
</tr>
<tr>
<td>LSTM [30]</td>
<td>0.5550</td>
<td>0.6407</td>
</tr>
<tr>
<td>GATES [18]</td>
<td>0.7401</td>
<td>0.8628</td>
</tr>
<tr>
<td>HOP (w/o CGM)</td>
<td>0.7562</td>
<td>0.8693</td>
</tr>
<tr>
<td>HOP (CGM)</td>
<td>0.7613</td>
<td>0.8757</td>
</tr>
</tbody>
</table>

**Table 4. N@5 and N@10 of different predictors on NAS-Bench-201 dataset, where the proportions of training samples are 1% (78) and 10% (781).**

<table>
<thead>
<tr>
<th>Predictor</th>
<th>N@5</th>
<th>N@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP [30]</td>
<td>— —</td>
<td>1538</td>
</tr>
<tr>
<td>LSTM [30]</td>
<td>— —</td>
<td>250</td>
</tr>
<tr>
<td>GATES [18]</td>
<td>19 19</td>
<td>1 1</td>
</tr>
<tr>
<td>HOP (w/o CGM)</td>
<td>2 1</td>
<td>1 1</td>
</tr>
<tr>
<td>HOP (CGM)</td>
<td>1 1</td>
<td>1 1</td>
</tr>
</tbody>
</table>

**Table 5. The Kendall’s Tau of HOP predictor on NAS-Bench-101 and NAS-Bench-201 datasets with different number of graph layers, where the proportion of training architectures on NAS-Bench-101 is 0.05% (190), and the proportion of training samples on NAS-Bench-201 is 1% (78).**

<table>
<thead>
<tr>
<th>Fusion Method</th>
<th>Kendall’s Tau</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Fusion</td>
<td>0.7773</td>
</tr>
<tr>
<td>Mean</td>
<td>0.7704</td>
</tr>
<tr>
<td>CGM</td>
<td><strong>0.7819</strong></td>
</tr>
</tbody>
</table>

**Table 6. The Kendall’s Tau of HOP predictor on NAS-Bench-101 and NAS-Bench-201 datasets with different layer fusion method, where the proportion of training architectures on NAS-Bench-101 is 0.05% (190), and the proportion of training samples on NAS-Bench-201 is 1% (78).**

<table>
<thead>
<tr>
<th>Fusion Method</th>
<th>Kendall’s Tau</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Fusion</td>
<td>0.7773</td>
</tr>
<tr>
<td>Mean</td>
<td>0.7704</td>
</tr>
<tr>
<td>CGM</td>
<td><strong>0.7819</strong></td>
</tr>
</tbody>
</table>
4.5. Visualization of Operation Attention in OAM

In order to demonstrate the relative significance of operations, we select two pairs of architectures predicted by HOP to display. As shown in Figure 2, the architectures in each pair have the same structure, except for one operation. For the architectures in the left pair, their true performances are very close. The results predicted by HOP are consistent with the ground-truth. However, the results predicted by the GCN-based predictor are quite different. This is because the changed operation is not significant in the given architecture. Thus the corresponding attention coefficients are small, which keeps HOP from the influence of the operation. The situation on the right pair is the opposite, where the changed operation is important. The prediction of HOP is still accurate due to the transferred attention, while the GCN-based predictor fails due to the fixed graph structure.

4.6. NAS with HOP on ENAS Search Space

Implementation Details We conduct neural architecture search with HOP predictor on ENAS search space which is an OOE search space that is much larger than NAS-Bench-201. According to Alg. 1, we first randomly sample 600 architectures and train them for 80 epochs. Then we use the obtained ground-truth performance of these architectures to train HOP predictor. Next, we use the trained HOP predictor to sample 200 architectures with the highest predicted scores from 10k randomly sampled architectures. Then we train these 200 architectures for 80 epochs and pick the one with the best validation accuracy as the selected architecture. Finally, we apply channel and layer augmentation to the selected architecture and train it for 600 epochs from scratch.

Results As shown in Table 7, HOP achieves a top-1 error of 2.52% on the testing set of CIFAR-10, which outperforms the one-shot NAS algorithms which applies parameter sharing or continuous relaxation for super-net training. Compared with other sampled-based methods, HOP requires much fewer architectures to be fully trained to discover an architecture with comparable performance. This demonstrates that the HOP predictor is accurate and has a good generalization ability which improves the searching efficiency of NAS.

5. Conclusion

In this paper, we propose a Hierarchical Operation-adaptive Predictor (HOP) to improve the searching efficiency of Predictor-based NAS by considering the relative significance between operations in a neural architecture. HOP contains an operation-adaptive attention Module (OAM) to capture the diverse knowledge between operations, and a cell-hierarchical gated module (CGM) to further refine and enrich the obtained topological knowledge of cell architectures. Extensive experiments on different search spaces demonstrate the effectiveness and efficiency of the proposed HOP.
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