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Abstract

Trajectory prediction is confronted with the dilemma to capture the multi-modal nature of future dynamics with both diversity and accuracy. In this paper, we present a distribution discrimination (DisDis) method to predict personalized motion patterns by distinguishing the potential distributions. Motivated by that the motion pattern of each person is personalized due to his/her habit, our DisDis learns the latent distribution to represent different motion patterns and optimize it by the contrastive discrimination. This distribution discrimination encourages latent distributions to be more discriminative. Our method can be integrated with existing multi-modal stochastic predictive models as a plug-and-play module to learn the more discriminative latent distribution. To evaluate the latent distribution, we further propose a new metric, probability cumulative minimum distance (PCMD) curve, which cumulatively calculates the minimum distance on the sorted probabilities. Experimental results on the ETH and UCY datasets show the effectiveness of our method.1

1. Introduction

Human trajectory prediction aims at forecasting future pedestrian trajectories in complex dynamic environments with the observed history behaviors [1, 12, 18, 31]. It plays a critical role in developing safe human-interactive autonomous systems such as self-driving vehicles [28], social robotics [4], and intelligent surveillance applications [5, 3, 6].

Forecasting the trajectories of humans faces the serious challenges to model the indeterminacy of human behavior. With the same environment and social interactions, the human might take different plausible actions. For example, to avoid collisions with other pedestrians, one can choose to stop for a moment or speed up. To generate plausible multi-modal future states instead of a deterministic trajectory, many methods [12, 18, 32, 50] employ the Generative Adversarial Networks [11] (GAN) to spread the distribution of the prediction and cover the space of possible paths, while some methods [19, 16, 34] apply the Conditional Variational Auto-encoder (CVAE) [35] to explicitly encode the multi-modal distribution with a latent variable.

With the increase of motion diversity and complexity, stochastic prediction with the prior Gaussian distribution is insufficient to cover the wide spectrum of future possibilities. As shown in Figure 1, considering a family of three with different habits, the motion patterns are always different even given the similar trajectories. For example, the child tends to go straight to school, while the father might turn right for the bus. Although some methods [9, 16, 34] attempt to use different latent distributions for different persons, discriminative ability of these latent distributions are limited. The model can’t always generate appropriate
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1 Code and a video demo are available at https://github.com/CHENGY12/DisDis
outputs via a most-likely manner. A piece of obvious evidence is the large performance gap in existing generative methods [9, 34] between most likely single output and the posterior selected best output. The poor performance of the most likely single output indicates that the learned distribution cannot represent the personalized tendency. The self-driving system samples possible trajectories from learned distribution to make decisions. A good latent distribution is of critical importance for reducing the cost of sampling with no performance drop.

To overcome the above issues, in this paper, we propose a distribution discrimination method (DisDis) to learn the personalized multi-modal distribution, where the behavior pattern of each person is modeled as the latent distribution. Different from other unified prior distribution based generative prediction methods, we learn a distribution discriminator to distinguish the potential behavior patterns. Without any extra supervisory signals, we optimize the distribution discriminator in a self-supervised manner, which encourages the latent variable distributions of the same motion pattern to be similar while pushing the ones of the different motion patterns away. However, blindly increasing the discriminative abilities of latent distributions might break the accuracy of prediction. Therefore, we also optimize the latent distribution with the prediction accuracy via the policy gradient algorithm. To evaluate whether the learned latent variable can represent motion pattern, we further propose a new evaluation metric for stochastic trajectory prediction methods. We calculate the probability cumulative minimum distance (PCMD) curve to comprehensively and stably evaluate the learned model and latent distribution, which cumulatively selects the minimum distance between sampled trajectories and ground-truth trajectories from high probability to low probability. We highlight that DisDis is a plug-and-play module which could be integrated with existing multi-modal stochastic predictive models to enhance the discriminative ability of latent distribution. Note that DisDis method only changes the loss function, which doesn’t raise any extra parameters. We show that our DisDis method can achieve improved performance on the ETH [21] and UCY [27] datasets. We summarize the main contributions as follows:

- We propose a DisDis method to learn the discriminative personalized latent distribution via the self-supervised contrastive learning and the discrete optimization of consistency constraint.
- We further propose a new metric for stochastic methods which comprehensively and stably evaluate predicted trajectories under the multi-modal distribution.
- The proposed DisDis method could be integrated with existing stochastic predictors and achieve improved performance in the experiments.

2. Related Work

Social Interactions: Many previous methods model the complex social human interaction with energy potentials based on handcrafted rules, e.g. Social Force Model [14], continuum dynamics [41], Discrete Choice framework [2], Gaussian processes [39, 43], crowd analysis [30, 46], and social sensitivity [29]. With the development of deep learning, some methods [1, 12] use the social pooling layer to aggregate the clues from neighboring trajectories, while attention models [42, 32, 18, 10, 23, 22] are also introduced to distinguish the importance of different neighbors or cues. To further analyze social interactions, many recent methods [48, 47, 16, 34, 18, 24, 15, 37] employ the spatial temporal graph as the encoder of social interactions. Besides the human interactions, many studies [19, 33, 45, 18] incorporate environment interactions (e.g. physical scene) as additional clues.

Deterministic Prediction: Most previous methods [14, 1, 20, 48, 25, 45, 42] forecast human trajectory in a deterministic manner. They regard the trajectory forecasting as the sequence prediction problem and apply models like Recurrent Neural Networks (RNN) [1, 45, 42, 48], Temporal Convolution Neural Network (TCNN) [25], and Inverse Reinforcement Learning (IRL) [20]. For example, Social LSTM [1] encodes each history trajectory with an LSTM network and connects neighboring trajectories with a social pooling layer, then applies an LSTM decoder for sequential prediction, while Nikhil et al. [25] employ the Temporal CNN to model the temporal connections of human motion and predict future motions. IRL method [20] regards the motion as a Markov Decision Process for optimization. However, these deterministic models are infeasible to handle multiple possibilities of human behaviors.

Stochastic Prediction: To explore the indeterminacy of future states, many stochastic prediction methods are proposed to predict multiple plausible paths. These methods always incorporate a latent variable into original predictor, such as GAN [11] model or CVAE [35]. GAN based methods [12, 18, 32, 50, 8, 36] implicitly model the multimodality and optimize generated trajectories with a discriminator, while CVAE-based methods [19, 16, 38, 34, 23] explicitly represent the multi-modal distribution and learn it with the constraint between prior and posterior distributions. Stochastic methods generate a distribution of potential motion paths, instead of predicting a most-likely single output. However, there is a large performance gap in stochastic models [12, 34] between the most-likely single output and the best posterior selection from distribution. It indicates that the latent distribution is not well learned to represent personalized future behaviors. To address this problem, we propose a DisDis method, which distinguishes the latent distributions in a self-supervised manner.
3. Approach

3.1. Problem Definition

We formulate the pedestrian trajectory prediction task as a sequential prediction problem, which extracts the clues from prior movements and social interactions to predict the possible future navigation movements of pedestrians. The inputs of the prediction model are the observed N history human trajectories within the scene, \( x_i = \{(x_i^t, y_i^t) \in \mathbb{R}^2 | t = 1, 2, \ldots, T_{obs}\} \) for \( i \in \{1, 2, \ldots, N\} \), where \( (x_i^t, y_i^t) \) is the 2D location at time-instant \( t \). Given all above inputs, the goal of our model is to learn the potential distribution to generate plausible future trajectories \( y_i = \{(x_i^t, y_i^t) \in \mathbb{R}^2 | t = T_{obs} + 1, T_{obs} + 2, \ldots, T_{pred}\} \).

For the sake of simplicity, we omit the index \( i \) in the following descriptions and use \( x, y \) to respectively denote observed and future trajectories.

The variational trajectory prediction methods [19, 16, 38, 34, 23] always learn a latent variable to encode the multi-modal distribution and generate the stochastic future states. The predictive process is as follows: the latent variable \( z \) is generated from a distribution \( p_\theta(z|x) \) and the future trajectory \( y \) is predicted by the generative distribution \( g_\psi(y|x, z) \). This generative process can be formulated as a target distribution \( p(y|x) \):

\[
p(y|x) = \int g_\psi(y|x, z)p_\theta(z|x)dz.
\] (1)

In the training process, the distribution \( p_\theta(z|x) \) is constrained with Kullback-Leibler of a prior distribution. Conventionally, the prior distribution is fixed, i.e., a Gaussian distribution \( \mathcal{N}(0, I) \). It indicates the predicted trajectories \( y \) is controlled by a fixed \( \mathcal{N}(0, I) \), instead of the real-world personalized motion distribution.

3.2. Distribution Discrimination

In this work, we present that the latent variable denotes the personalized motion patterns. The core of our work is to learn a discriminative latent variable distribution. Unlike original variational prediction methods which learn the latent variable with only the consistency constraint between proposal distribution and the prior distribution, we learn a distribution discriminator to distinguish the potential behavior patterns. We enforce three important criteria in the optimization process of latent distribution:

- The latent variable distribution should help to predict the accurate pedestrian trajectories. Besides the diversity of multi-modal motions, the accuracy of the prediction model is also of critical importance in the trajectory forecasting system.
- The latent variable distribution should be consistent for the history trajectories and corresponding future predictions. We assume that the motion pattern of the same person is consistent due to his/her habit and character.
- The latent variable distributions should be discriminative. To model the personalized motion patterns, we encourage the latent variable distributions of the same motion pattern to be similar while pushing the ones of the different motion patterns away.

To achieve these criteria, we formulate the following loss function to learn the latent variable distribution:

\[
L_{DisDis}(\psi, \phi, \theta) = L_1(\phi, \theta) + \lambda L_2(\phi, \psi) + \mu L_3(\phi)
\]

\[
= L_{KL}(q_\psi(z|x, y)||p_\theta(z|x)) - \lambda \mathbb{E}_{q_\psi(z|x, y)}[\log g_\psi(y|x, z)] - \mu \mathbb{E}_{q_\psi(z)}\left[\log \frac{h(z, x)}{\sum_{q_\psi(z)} h(z, x)}\right],
\] (2)

where \( h(z, x) \) denotes the density ratio which preserves the mutual information between \( z \) and \( x \), \( \lambda \) and \( \mu \) are two hyper-parameters to balance the effects of different terms in the objective function for a good trade-off. The \( g_\psi(z) \) is the marginal distribution evaluated with unbiased samples from the distribution \( q_\psi(z) = q_\psi(z|x)p_D(x) \) [49], where \( p_D(x) \) denotes the true underlying distribution approximated by a training set (or the samples selected in the batch). We explain each term of our DisDis loss function as follows:

- Inspired by CVAE [35], we reduce the KL divergence between the proposal distribution \( q_\psi(z|x, y) \) and prior distribution \( p_\theta(z|x) \) in the first term of (2). The proposal distribution encodes the future motions, while the prior distribution only observes the history trajectories. This negative KL divergence encourages the consistency of latent variables generated from history and future motions.

- We also encourage the learned latent variable to predict the real future trajectory. Different from the reconstruction part of conventional VAE methods which sample latent variables from distribution to optimize the predictor \( g_\psi \), independently, we jointly learn the latent variable distribution and the predictor. We apply the discrete optimization algorithms, e.g., policy gradient, to learn the latent variable distribution, since the sampling process can not be directly optimized with the gradient back-propagation:

\[
\nabla L_2(\phi) \approx -\frac{1}{N} \sum_{i=1}^{N} \left[ \nabla_{\phi} \log q_\psi(z_i|x_i, y_i) R \right],
\] (3)

where the policy is defined as the sampling process of the latent variable, and the reward \( R \) denotes the negative \( L_1 \). The policy gradients are estimated with the Monte Carlo method with selected \( N \) samples.
• The last term of (2) optimizes the discriminative ability of latent variables. The main intuition behind the distribution discrimination is to distinguish personalized motion patterns (the latent variable). As shown in Figure 2, we optimize a discriminative latent space, where the trajectories with the same motion pattern have similar representation while negative trajectories are pushed away. We predict a latent distribution as the motion pattern to optimize the embeddings of trajectories and latent distributions as pseudo labels. Note that profiling from the consistency constraint in \( \mathcal{L}_2 \), we optimize prior distribution \( p_\theta(z|x) \) to replace \( q_\phi(z|x) \), (from \( \mathcal{L}_3(\phi) \) to \( \mathcal{L}_3(\theta) \)). In the following, we give two perspectives to understand our distribution discrimination formulation in \( \mathcal{L}_3(\theta) \), including the contrastive metric learning and mutual information optimization.

**The perspective of contrastive metric learning:** We encourage the model to learn a discriminative latent variable space, where the latent distributions (motion patterns) denote a recognition goal of trajectories. Considering the embedding \( \mathbf{f} \) of the trajectory \( \mathbf{x} \), we define the \( \hat{h}(z, x) \) as an energy-based model:

\[
\hat{h}(z, x) = \exp(\mathbf{z}^T \mathbf{W}^T \mathbf{f}),
\]

where \( \mathbf{W}^T \mathbf{f} \) is a linear transformation to predict the motion pattern \( \mathbf{z} \) with input \( \mathbf{x} \). We assume that the latent variable denotes the motion pattern, and call the trajectories with the same motion pattern as positive trajectories \( \mathbf{f}^+ \) while the others as negative ones \( \mathbf{f}^- \). When using this linear transformation to parameterize the \( p_\theta(z|x) \), we can obtain that \( \mathbf{z} = \mathbf{W}^T \mathbf{f} = \mathbf{W}^T \mathbf{f}^+ \), and write the original \( \mathcal{L}_3(\theta) \) as:

\[
\mathcal{L}_3(\theta) = - \log \frac{\exp(d(\mathbf{f}, \mathbf{f}^+))}{\sum_{\mathbf{f}_i \sim p_d(\mathbf{f})} \exp(d(\mathbf{f}, \mathbf{f}_i))} = \log \left( 1 + \sum_{\mathbf{f}_i \sim p_d(\mathbf{f})} \exp(d(\mathbf{f}, \mathbf{f}_i) - d(\mathbf{f}, \mathbf{f}^+)) \right),
\]

where, \( d(\mathbf{f}, \mathbf{f}^+) = \mathbf{f}^T \mathbf{W}^T \mathbf{f}^+ \) is the Mahalanobis distance of embedding \( \mathbf{f} \), which can be replaced with other distances, i.e. cosine distance. We represent the latent variable \( \mathbf{z} \) with a projection of the trajectory embedding or the positive one. This formulation is regarded as a typical metric learning objective which focuses entirely on shortening the distance between the embeddings of the trajectories with the same motion pattern while enlarging the distances between those of different motion patterns.

**The perspective of mutual information optimization:** The distribution discrimination is also equal to optimizing the mutual information \( I(z, x) \), which denotes the dependence between observed trajectories \( \mathbf{x} \) and corresponding latent motion pattern \( z \). When the energy-based function \( \hat{h}(z, x) \) is defined as the density ratio between \( p_\theta(z|x) \) and \( p_\theta(z) \):

\[
\hat{h}(z, x) \propto \frac{p_\theta(z|x)}{p_\theta(z)}
\]

we reformulate the \( \mathcal{L}_3 \) as a lower bound of the mutual information as:

\[
\mathcal{L}_3(\theta) = - \mathbb{E}_x \log \left[ \frac{\hat{p}_\theta(z|x)}{p_\theta(z)} \right] \leq - I(z, x) + \log(N')
\]

where \( N' \) is the number of the selected negative samples. Thus minimizing the distribution discrimination loss is equal to increasing the mutual information between \( \mathbf{x} \) and \( \mathbf{z} \), which reduces the information preference problem [7]. The formal proof is given by [26].

**3.3. Discussion**

**Relation to InfoVAE:** The InfoVAE [49] method optimizes the mutual information by approximating \( I(z, x) \) with the KL divergence between \( q_\phi(z) \) and \( p(z) \). However, evaluating \( q_\phi(z) \) with the sampling of \( x \sim p(x) \) might...
introduce extra noises, which influence the calculation of the KL divergence. In fact, we are primarily interested in maximizing mutual information instead of its precise value. Thus, in our DisDis method, we optimize the lower bound of mutual information instead of calculating KL divergences. In the experiments, we maintain the mutual information term in InfoVAE, and add our contrastive discrimination. The results show the advantages of adding distribution discrimination.

Relation to Contrastive Learning: Contrastive learning [13, 40, 44] is a kind of self-supervised methods to encourage the close embeddings under different views of the same scene. There are two main differences between conventional contrastive learning methods and our DisDis method: 1) the goal of our method is to learn the latent variable distribution instead of unsupervised representation learning; 2) we encourage the trajectory embeddings to be close to the ones of the same motion pattern, instead of different views of the same trajectory. An intuitive explanation is that we argue the latent variable as pseudo labels while conventional contrastive learning methods regard the augmented samples of same trajectory as a class.

4. Experiment

In this section, we first propose a new evaluation metric for stochastic prediction algorithms, which considers the comprehensive evaluation under the learned distribution. Then, we evaluate our DisDis method on two publicly available human trajectory prediction datasets: ETH [27] and UCY [21]. Quantitatively, we conduct the ablation studies to compare our method with baseline models including VAE, CVAE, InfoVAE and the combination of VAE and contrastive learning. Besides, we also compare our method with other state-of-the-art human trajectory prediction approaches. Qualitatively, we provide the visualization explanation under the real-world environment and show that the proposed DisDis method can learn the discriminative latent pattern models.

4.1. Datasets and Experimental Settings

Datasets: Our experiments are conducted on two publicly available datasets: ETH [27] and UCY [21], which serve as the major benchmark for human trajectory prediction task. These datasets contain 1536 detected pedestrians in five unique scenes: Zara1, Zara2, Univ, ETH, and Hotel. We follow the commonly used leave one set out cross-validation evaluation strategy, i.e., training on four scenes and testing on the remaining one [12, 18, 15, 34]. All trajectories are sampled in 0.4 seconds (20 frames), where the first 3.2 seconds correspond to observed data and the next 4.8 seconds correspond to predicted future data.

Evaluation Metric: The same evaluation metrics as prior methods [12, 18, 15, 34] are adopted, including Average Displacement Error (ADE) and Final Displacement Error (FDE). ADE computes the mean square error (MSE) overall estimated positions in the predicted trajectory and ground-truth trajectory, while FDE computes the distance between the predicted final destination and the ground-truth final destination.

Instead of the deterministic prediction, stochastic predicted methods generate the future motions under a multi-modal distribution. There are two widely used strategies to compute the ADE and FDE for the predicted multi-modal trajectories:

- “Most-likely” strategy predicts the most-likely single output under the multi-modal distribution and uses it to calculate the ADE and FDE. It changes the stochastic prediction to deterministic one to obtain the most-likely performance.

- “Best-of-N” strategy generates N samples (i.e. \( N = 20 \) [12, 34, 18]) based on the predicted distribution and selects the closest sample to the ground truth for computing ADE and FDE metrics. It evaluates the highest performance of the model by considering as many samples as possible.

However, both two strategies ignore the evaluation of learned latent distribution. It is of critical importance for stochastic prediction algorithms since the latent variable denotes the personalized motion pattern of human. In this paper, we propose a new evaluation strategy, called probability cumulative minimum distance (PCMD) curve, to evaluate the prediction model under the multi-modal distribution. There are two motivations of our PCMD evaluation metric: 1) Though the Most-likely strategy considers the latent distribution, it only evaluates the most-likely point. The single point can’t represent the latent distribution. 2) Best-of-N strategy samples multiple points from the latent distribution. However, it only uses the best one for evaluation, which ignores the probability of each sample. Different from these two strategies, PCMD considers the predictions with corre-
Table 1. Comparison with several state-of-the-art models with PCMD curves. All the models are reproduced with the code previously published online. We show the values on PCMD curves at rank 1, 5 and 20. The lower is the better.

<table>
<thead>
<tr>
<th>Methods</th>
<th>( PMCD_{ADE}^{\frac{1}{M}} )</th>
<th>( PMCD_{ADE}^{\frac{5}{M}} )</th>
<th>( PMCD_{ADE}^{\frac{20}{M}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social-GAN [12]</td>
<td>0.98/0.82/0.73</td>
<td>0.63/0.54/0.48</td>
<td>0.47/0.38/0.33</td>
</tr>
<tr>
<td>STGAT [15]</td>
<td>1.03/0.89/0.78</td>
<td>0.59/0.45/0.38</td>
<td>0.53/0.39/0.33</td>
</tr>
<tr>
<td>Social-STGCNN [24]</td>
<td>1.01/0.87/0.76</td>
<td>0.74/0.53/0.42</td>
<td>0.57/0.42/0.34</td>
</tr>
<tr>
<td>Trajectron++ [34]</td>
<td>0.73/0.58/0.43</td>
<td>0.27/0.19/0.11</td>
<td>0.30/0.20/0.13</td>
</tr>
<tr>
<td>DisDis(Ours)</td>
<td>0.71/0.55/0.38</td>
<td>0.25/0.17/0.11</td>
<td>0.28/0.20/0.13</td>
</tr>
</tbody>
</table>

Table 2. Comparison with SOTA models with Best-of-20 strategy

<table>
<thead>
<tr>
<th>Methods</th>
<th>ADE</th>
<th>FDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social-GAN [12]</td>
<td>0.58</td>
<td>1.18</td>
</tr>
<tr>
<td>STGAT [15]</td>
<td>0.43</td>
<td>0.83</td>
</tr>
<tr>
<td>Social-STGCNN [24]</td>
<td>0.44</td>
<td>0.75</td>
</tr>
<tr>
<td>Trajectron++ [34]</td>
<td>0.19</td>
<td>0.41</td>
</tr>
<tr>
<td>DisDis(Ours)</td>
<td>0.17</td>
<td>0.37</td>
</tr>
</tbody>
</table>

The PCMD curves indicate the distribution of the error over the entire latent variable distribution. Inspired by the Cumulative Match Characteristic (CMC) curve in the task analysis, we cumulatively calculate the minimum ADE and FDE from high probability to low probability.

Formally, given the distribution \( p_{\theta}(z|x) \), \( z \in \Omega \), we can define a projection as:

\[
F(\tau) = \mathbb{E}_{z \in \Omega} I(p_{\theta}(z|x) \geq \tau),
\]

where the input denotes a selected probability value \( \tau \in (\min p_{\theta}(z|x), \max p_{\theta}(z|x)) \), \( I \) is an indicator function, while the output \( F(\tau) \in (0, \|\Omega\|) \) denotes the interval length of \( z \) satisfying conditions. We define \( k = \frac{F(\tau)}{\|\Omega\|} \) to normalize it into \((0, 1)\), if the latent space \( \Omega \) is finite. (The condition \( \|\Omega\| \to \infty \) can be ignored when we discretely approximate it by the Monte Carlo methods.) We obtain the values of PCMD curve as:

\[
PCMD(k) = \mathbb{E}_{z \in \Omega} \min \{D(z) | p_{\theta}(z|x) \geq \tau, z \in \Omega \},
\]

where \( D(z) \) denotes the ADE or FDE distance between the ground-truth and the sampled predicted trajectories based on \( z \). The \( PCMD(k) \) denotes the minimum ADE or FDE distance from all sampled latent variable satisfying condition \( p_{\theta}(z|x) \geq \tau \). The lower PCMD value indicates we can obtain better performance with the same sampling number. It is critical for auto-driving system since more sampling means more time-delay.

To numerically calculate the PCMD, we sample \( M \) variables \( Z = \{z_i \in \Omega | i = 1, 2, \cdots, M\} \) and sort these variables with the probability \( p_{\theta}(z_i|x) \) from large to small to obtain \( Z_{sort} = \{z_i^r\} \). Then, the values of PCMD are calculated as:

\[
PCMD(k) = \mathbb{E}_{z \in \Omega} \min \{D(z) | z \in \{z_1^r, z_2^r, \cdots, z_m^r\}\},
\]

where \( k = \frac{m}{M} \) denotes the ranking rate in the numerical calculation, e.g. we calculate the minimum ADE/FDE of top 20 probability trajectories, when \( k = \frac{20}{M} \).

The proposed PCMD curve has two significant advantages over existing evaluation metrics: more comprehensive and more stable. First, PCMD comprehensively analyzes the latent distribution by the accumulation of probability, while other evaluation metrics can be regarded as a part of the PCMD curve. \( PCMD(1/M) \) denotes the most-likely single output ADE/FDE performance, while \( PCMD(N/M) \) denotes the best ADE/FDE performance of trajectories with top N probability. Note that in the experiments we used the same sampling number for all methods for fair comparison.

Besides, the proposed PCMD curve is more stable than the “Best-of-N” evaluation since random sampling brings large performance jitter due to the randomness. PCMD reduces this randomness by the larger sampling \( M (M \gg N) \).
and more stable expression (a curve rather than a number). For the discrete latent distribution, we can obtain a totally fixed evaluation due to the complete sampling. Sampling $M$ trajectories is only conducted when we evaluate different models and select the better one. In a real-life scenario, we can only generate a part of trajectories with higher probabilities using the selected model.

4.2. Implementation Details

We select the SOTA Trajectron++ [34] method, which is based on CVAE and InfoVAE, as the baseline and incorporate DisDis. We follow the encoder and decoder networks of Trajectron++, and make some modifications for convenient and fair comparison: 1) we did not use the scene clues (e.g. local map) and removed complex dynamics integration to obtain simpler embedding; 2) we modeled the latent variable with a higher dimensional discrete variable ($|Z| = 80$) which better evaluates the learned latent variable distribution; 3) we used a fixed most likely output to replace the Gaussian output structure, which guarantees that the diversity is only from the learned latent distribution. We adopt the same data preprocessing strategies with Trajectron++ [34], which rotates trajectories in a scene around the scene’s origin in a interval of 15°.

4.3. Quantitative Evaluation

Comparison with Baseline Methods: We conduct ablation study to compare our method with the following baseline methods with the same network implementation and different latent distribution learning: 1) VAE [17] optimizes the latent distribution towards a fixed prior distribution. 2) CVAE [35] learns the latent variable with the KL divergence between the proposal distribution $q_φ(z|x, y)$ and prior distribution $p_θ(z|x)$. 3) CVAE + InfoVAE [49] further considers the mutual information between $x$ and $z$ by approximating the distribution $q_φ(z)$. 4) CVAE + Contrastive Learning optimizes to the similar latent variable for different views of the same trajectory.

We evaluate our method and the baselines in our proposed PCMD curve metric. As shown in Figure 3, the original VAE baseline obtains the worst performance on top probability ranks, which indicates bias between the fixed prior distribution and the real-world personalized motion distribution, while our DisDis obtains best top rank performance due to the more discriminative distribution. Compared with CVAE and Info+CVAE, our DisDis also achieves an improved performance, which demonstrates optimizing the mutual information by distribution discrimination is a better manner than approximately calculating the $q_φ(φ)$. Besides, the DisDis method outperforms directly applying contrastive self-supervised learning on VAE. It demonstrates that using the latent distributions to represent motion patterns is better than regarding each trajectory as one motion pattern. In our assumption, the trajectories with the same motion pattern are clustered in the embedding space. When increasing the number of cumulative probabilities, performance gaps among all methods become small, which is because we use the same encoder and decoder networks for all baseline methods and our method. Note that the performances of all methods will converge to the same point when we sample enough trajectories since we use the same networks. The main difference among these methods is the optimization strategy of the latent variables. In this setting, the latent distribution of our DisDis method outperforms the ones of other methods since we can achieve same performance with fewer sampling.

Comparison with SOTA Stochastic Methods: We always compare our method with a wide range of SOTA stochastic methods, including: Social-GAN [12], STGAT [15], Social-STGCNN [24], and Trajectron++ [34]. All the models are reproduced with the code previously published online, and fairly evaluated with PCMD curve metric. As shown in Table 1, we provide some detailed points including the performance of $\text{PCMD}\{\frac{3}{5}, \frac{5}{3}, \frac{29}{15}\}$. For convenience, we define the $\text{PCMD}\{\frac{3}{5}, \frac{5}{3}, \frac{29}{15}\}$ as Rank 1, Rank 5 and Rank 20. Rank 1 of ADE/FDE denotes the most-likely single output ADE/FDE performance, while Rank 20 ADE/FDE denotes the best ADE/FDE performance of trajectories with top 20
Figure 5. Visualization examples of our DisDis method and baseline Trajectron++ [34] method in the different scenes in the both ETH and UCY datasets. We plot the most likely predictions as the results, which quantitatively demonstrate the effectiveness of distribution discrimination to learn the discriminative latent distribution. (Best viewed in color.)

We observe that the baseline Trajectron++ is the current SOTA method with the strong representation ability of social interactions. And with a better latent variable, our DisDis method achieves further improvement on the Rank 1 with no cost of the performance of Rank 20. It is because DisDis can select better predicted trajectories in higher probability. We also report the original “best of 20” performance in Table 2.

4.4. Qualitative Evaluation

We qualitatively analyze how our DisDis method learns the personalized latent variable and improves motion predictions. Figure 4 visualizes the learned latent distributions of our method and baseline method in 4 different scenarios including a pedestrian walking alone; pedestrians walking in parallel; pedestrians following the people ahead; and pedestrians meeting from different directions. We plot 20 top rank trajectories to represent the learned distributions. For all scenarios, we observe that our predicted trajectories are closer to ground-truth trajectories than the ones of baseline, which indicates more discriminative latent distributions. Taking the first image as the example, our predicted trajectories are obviously more concentative than the ones of baseline method.

Besides, we also provide the visualization examples with different scenes in the both ETH and UCY datasets in Figure 5. We plot the most-likely predictions of our DisDis method and the baseline Trajectron++ [34]. We observe that predicted trajectories are more similar to ground-truth trajectories, which demonstrates our method can obtain better prediction with higher probability.

5. Conclusion

In this paper, we have proposed a distribution discrimination (DisDis) method to distinguish latent distribution via self-supervised contrastive learning. The DisDis method encourages the model to learn a discriminative latent variable space, where the trajectories with the same motion pattern have similar latent variable distribution while negative trajectories are pushed away. To evaluate the learned latent distribution, we further propose a probability cumulative minimum distance (PCMD) curve as the metric of stochastic trajectory prediction methods, which cumulatively calculates the minimum distance on the sorted probabilities. Finally, we show that our DisDis method could be integrated with existing stochastic predictors and obtain improvement in the learning of latent distribution.
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