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Abstract

Shape correspondence from 3D deformation learning
has attracted appealing academy interests recently. Nev-
ertheless, current deep learning based methods require the
supervision of dense annotations to learn per-point trans-
lations, which severely over-parameterize the deformation
process. Moreover, they fail to capture local geometric de-
tails of original shape via global feature embedding. To
address these challenges, we develop a new Unsupervised
Dense Deformation Embedding Network (i.e., UD2E-Net),
which learns to predict deformations between non-rigid
shapes from dense local features. Since it is non-trivial to
match deformation-variant local features for deformation
prediction, we develop an Extrinsic-Intrinsic Autoencoder
to first encode extrinsic geometric features from source into
intrinsic coordinates in a shared canonical shape, with
which the decoder then synthesizes corresponding target
features. Moreover, a bounded maximum mean discrep-
ancy loss is developed to mitigate the distribution diver-
gence between the synthesized and original features. To
learn natural deformation without dense supervision, we
introduce a coarse parameterized deformation graph, for
which a novel trace and propagation algorithm is proposed
to improve both the quality and efficiency of the deforma-
tion. Our UD2E-Net outperforms state-of-the-art unsuper-
vised methods by 24% on Faust Inter challenge and even
supervised methods by 13% on Faust Intra challenge.

1. Introduction
Alignment of deformable 3D shapes is a ubiquitous chal-

lenge in the field of computer vision and graphics with
∗The corresponding author is Prof. Yang Cong.
†This work is supported in part by the National Key Research and De-

velopment Program of China under Grant 2019YFB1310300 and the Na-
tional Nature Science Foundation of China under Grant 61821005.
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Figure 1. Illustration of our UD2E-Net model, which achieves the
bidirectional mapping between extrinsic feature space and intrin-
sic coordinate space for dense deformation embedding.

many applications, including non-rigid reconstruction, de-
formation transfer and texture mapping. Traditional meth-
ods [33, 23] infer parametric deformation by optimizing
correspondences construction and objective minimization
iteratively. However, the optimization heavily depends on
initialization and is prone to being stuck in local minima,
especially for large articulated deformations. With the ad-
vent of 3D deep learning techniques [28, 29], deep de-
formation learning methods [13, 14, 39, 43, 21] leverag-
ing a large amount of data have been applied for large
deformation prediction. Generally, these techniques di-
rectly regress dense translations or positions for all input 3D
points, which neglects the implicit deformation disciplines
and severely over-parameterizes the deformation leading to
high-frequency artifacts. Unfortunately, these approaches
require strong supervision of dense correspondences (e.g.,
usually more than 5000 per human body shape), which con-
sumes huge labor-intensive efforts.

Furthermore, most existing state-of-the-art methods [21,
13, 14, 5, 39, 44, 15] encode the target shape into a global
feature for deformation learning, which neglects the low-
level geometric details and fails to infer fine-grained defor-
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mation. To leverage local features for deformation predic-
tion, connections between both sides should be established
to enable feature communication, which is a challenging
correspondence problem for deformable shapes.

To address these challenges, a new Unsupervised Dense
Deformation Embedding Network (i.e., UD2E-Net) en-
dowed with the traditional Embedded Deformation (ED)
technique [33] is designed to predict deformation between
arbitrary source and target shape pairs. With the local rigid-
ity regularization provided by ED, UD2E-Net can learn a
more natural deformation space, which we expect to miti-
gate the strong reliance of deep learning models on abun-
dant annotated data. Moreover, our network employs dense
local feature embedding and fusion to reason about de-
formation parameters for each node within the deforma-
tion graph constructed via ED. Specifically, with the fine-
grained geometric features extracted via the Siamese mesh
encoder, an Extrinsic-Intrinsic Autoencoder (EI-AE) is de-
veloped to first encode source features into intrinsic coordi-
nates of a shared canonical shape. With the coordinates,
corresponding target features are synthesized via the de-
coder. To minimize the distribution gap between the syn-
thesized and original target features, we design a Bounded
Maximum Mean Discrepancy loss, which further provides
the self-supervised guidance for canonical shape construc-
tion. To eliminate artifacts caused by wrong adjacent re-
lationships between the input shape and its deformation
graph via Euclidean measure, a trace and propagation algo-
rithm is developed to improve both efficiency and accuracy
by leveraging a pre-constructed mesh hierarchy. Extensive
experiments demonstrate that UD2E-Net shows stable per-
formance under data volume reduction. On Faust bench-
mark [1], the proposed UD2E-Net outperforms state-of-the-
art unsupervised methods by 24%∼37% on Inter challenge,
and shows 13% improvement on Intra challenge over super-
vised methods. Furthermore, experiments also demonstrate
the potential of our UD2E-Net in several challenging appli-
cations, e.g., shape retrieval and human pose transfer.

In conclusion, the main contributions of our work are:

• A new Unsupervised Dense Deformation Embedding
Network (i.e., UD2E-Net) is developed to learn large
articulated deformations between arbitrary shape pairs
without supervision of ground-truth correspondences.

• We design an Extrinsic-Intrinsic Autoencoder to en-
code extrinsic geometric features from source shape
into a shared canonical shape, which is utilized to de-
code corresponding synthesized target features. Mean-
while, a bounded maximum mean discrepancy loss is
introduced to mitigate the distribution divergence be-
tween the synthesized and original target features.

• A trace and propagation algorithm is developed to
avoid artifacts brought by incorrect node-to-vertex as-

signment in Embedded Deformation, which improves
both quality and efficiency of the deformation process.

2. Related Work
Non-rigid Shape Matching. Generally, methods for shape
correspondence can be divided into intrinsic methods and
extrinsic methods. Intrinsic methods rely on intrinsic prop-
erty of shapes, such as spectral [34, 4] or learning based [37]
descriptors or preservation of geodesic distances [24] to
directly obtain correspondences. However, most intrinsic
methods are not robust enough under perturbation, such
as topology changes and incompleteness. Other extrinsic
methods achieve correspondences by explicitly deforming
one shape to align the other [22, 23], where hand-crafted
deformation models [33, 32] are applied for regularization.
However, they are prone to being stuck in local minima.
Deformation Representation for Learning. A direct and
most commonly applied way to deform a 3D model is to
assign each point a vector, representing translation or po-
sition [14, 13, 39, 5]. Such deformation is endued with
high degree of freedom, which binds the number of pre-
dicted parameters to resolution of the input model. For low-
dimensional deformation representations, free-form defor-
mation [31] is utilized in [18] to deform meshes by manip-
ulating several predefined vertices of structured grids. LBS
autoencoder [21] uses predefined LBS model to deform hu-
man body and hands, which cannot adapt to general objects.
[44] utilizes the cage-based deformation technique [19] for
detail-preserving deformation and cannot achieve perfect
alignment. DEMEA [35] proposes an embedded deforma-
tion layer based on ED [33] to learn mesh representations.
Obviously, ED is vastly limited by fully connected layers,
which are known to be permutation variant and cannot deal
with unordered point clouds and meshes.
Deep Deformation Embedding. Existing methods typi-
cally embed the target shape into a global feature, and then
rely on a vector it concatenates with for location cues to
express different deformation information [14, 13, 5, 44,
39, 16]. However, they cannot provide fine geometric de-
tails. Other methods infer deformation from local features.
Pixel2Mesh [38, 42] assigns local features of 2D image
to vertices of an ellipsoid template by 3D-2D projection.
Flownet3d [25] mixes features from two point clouds based
on Euclidean neighbours, which are not reliable under large
articulated deformations. Unlike them, our model can learn
stable feature pairs via the canonical shape built by EI-AE.

3. Our Proposed Model
3.1. Preliminary

Embedded Deformation. We build upon the Embedded
Deformation (ED) algorithm [33] to model non-rigid defor-
mation. To deform a mesh M = (V,E) with N vertices
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Figure 2. Overview architecture of UD2E-Net. After extracting local features Xs,Xt via the Siamese mesh encoder Eg and global features
hs,ht via a PointNet-like network Ep, the intrinsic encoder I in EI-AE encodes Xs into the coordinates in the shared canonical shape C,
which is concatenated with ht and further decoded by the extrinsic decoder I−1 to obtain corresponding local features Yt. The bounded
maximum mean discrepancy is applied to eliminate the domain gap between Xt and Yt. Then the deformation decoder Dd decodes the
concatenation of Yt and Xs into deformation parameters in Gs to output the deformation prediction of Ms.

V = {vi}Ni=1 and edges E, ED constructs a coarse embed-
ded deformation graph G to manipulate M . G = (N , E) is
a low-resolution M and is composed of a node set N =
{gi}Ki=1 and an edge set E . Each node gi ∈ R3 is pa-
rameterized with transformation T i = (Ri, ti) to control
the local deformation, where Ri is a rotation matrix and
ti ∈ R3 is a translation vector. With local deformations
T = {(Ri, ti)}Ki=1, M can be deformed by:

v′
j =

∑
gi∈A(vj)

wi,j(Ri(vj − gi) + gi + ti), (1)

where vj is the position of a vertex on M and v′
j is the de-

formed vj . A(vj) is the set of nodes controlling the defor-
mation of vertex vj , and wi,j is the node-to-vertex weight
determined by distance between vj and gi. Finally, an as-
rigid-as-possible loss is utilized to further balance the de-
formation and smoothness:

LARAP =
∑
i

∑
j:(i,j)∈E

∥(Ri(gj−gi)+gi+ti)−(gj+tj)∥,

(2)
where gi, gj are adjacent nodes connected with an edge in
E . The LARAP term indicates that the local deformations of
adjacent nodes should agree with one another.

Given a source mesh Ms and a target mesh Mt, as shown
in Figure 2, the goal of our unsupervised dense deformation
embedding network (UD2E-Net) is to output a deformed
M ′

s to align with Mt for matching, by predicting the lo-
cal transformation T = {(Ri, ti)}Ki=1 of the deformation
graph G. To learn these transformations, we propose a
novel Extrinsic-Intrinsic Autoencoder to correlate the ex-
tracted local geometric information from input shapes and
fuse them into dense deformation embeddings, which is in-
troduced as follows.

3.2. Extrinsic-Intrinsic Autoencoder

As shown in Figure 2, we utilize a Siamese mesh en-
coder Eg to encode source shape Ms and target shape Mt

into dense geometric embeddings for each node in defor-
mation graph. Due to incompatible resolution between in-
put meshes and deformation graphs, we utilize graph pool-
ing layers to gradually downsample Ms and Mt into de-
formation graphs Gs and Gt, which forms a mesh hierar-
chy. The outputs of Siamese mesh encoder are two sets of
c-dimensional features Xs = [xs

1, · · · ,xs
Ks

] ∈ RKs×c and
Xt = [xt

1, · · · ,xt
Kt

] ∈ RKt×c, as shown in Figure 2, where
each feature xs

i ∈ Rc(i = 1, · · · ,Ks) corresponds to a
node gs

i in the node set Ns of Gs and same for xt
j . Then, we

utilize a PointNet-like [28] encoder Ep to aggregate Xs and
Xt into d-dimensional global feature vectors hs,ht ∈ Rd,
respectively.

Typically, most previous methods [13, 5, 39] employ the
global feature for deformation reasoning, which may lose
local geometric information thus degrades the performance
of deformation prediction. To tackle this issue, we utilize
local features from source and target shapes (Xs and Xt)
to embed deformation information for nodes in Ns. How-
ever, it is non-trivial to match these deformation-variant lo-
cal features. Former methods leverage projection [38], or
find nearest points in Euclidean space [25] to directly match
features from source and target shapes. Nevertheless, they
can lead to faulty correspondences due to large articulated
deformation between input shapes. A seemingly promising
solution is to learn deformation-invariant features embed-
ded with intrinsic property [40] for matching, which, how-
ever, forces them to abandon essential extrinsic geometric
information for deformation prediction.

Therefore, we propose a novel Extrinsic-Intrinsic Au-
toencoder (EI-AE) to learn both intrinsic properties for
matching and extrinsic properties for deformation predic-
tion. As shown in Fig. 2, it constructs a shared canonical
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shape C = [c1, · · · , cKs ] ∈ RKs×e, where e is the dimen-
sion of the canonical shape and ci is the intrinsic coordinate
shared by corresponding vertices on all shapes. Given the
local feature xs

i and the global feature of source mesh hs,
EI-AE learns to parameterize each node gs

i in Gs with its
intrinsic coordinate ci via an Intrinsic Encoder I:

C = I(Xs ⊕ hs), (3)

where ⊕ represents feature concatenation operation. Due to
coarseness of Gs and Gt, there are often no exact matches
between Xs and Xt. Thus, we utilize the intrinsic coordi-
nates in C to synthesize the corresponding extrinsic target
features Yt = [yt

1, · · · ,yt
Ks

] ∈ RKs×c from the global
feature of target shape ht via the Extrinsic Decoder I−1:

Yt = I−1(C ⊕ ht). (4)

Note that, in this way, EI-AE can provide ultimate flexibility
as it can correlate features from two deformation graphs Gs,
Gt with different number of nodes. Since the synthesized
features yt

i in Yt and xs
i in Xs are expected to be corre-

sponded, the final output of EI-AE is the concatenation of
Xs and Yt, i.e., [Xs,Yt] ∈ RKs×2c, which are then sent
into the deformation decoder to predict deformation param-
eters T = {(Ri, ti)}Ks

i=1 for Gs.

3.3. Bounded Maximum Mean Discrepancy

Though the shared canonical shape C solves the prob-
lem of correlating extrinsic features, it is difficult for EI-AE
to figure out how to form such a canonical shape without
any self-supervision, which would result in severe overfit-
ting. The reason for this is the domain gap between input
features Xt ∼ X and the synthesized features Yt ∼ Y ,
where X and Y are the domains of input and synthesized
features, respectively. Inspired by domain adaptation tech-
niques [26, 9, 8, 7], we propose to bridge the domain gap
between X and Y by minimizing a Maximum Mean Dis-
crepancy (MMD) [12] loss:

M(Xt,Yt) =Exi,xj∈X[κ(xi,xj)] + Eyi,yj∈Y[κ(yi,yj)]

− 2Exi∈X,yj∈Y[κ(xi,yj)],

(5)

where we omit the superscripts t, and κ is the Radial Basis
Function (RBF) kernel with κσ(x, y) = exp(− 1

2σ2 ||x −
y||2). We follow previous methods [20] to apply a lin-
ear combination of kernels with five scales κ(x, y) =∑5

i κσi(x, y), where σi ∈ {1,
√
2, 2, 2

√
2, 4}.

The motivation of this loss is to encourage the feature
distributions inside original feature domain X and synthe-
sized feature domain Y to be more compact (i.e., the first
two terms of Eq. (5)), and meanwhile drives the synthe-
sized feature domain Y to align with the original feature

domain X by minimizing the distribution divergence across
these two domains (i.e., the last term of Eq. (5)). It has been
proven that M(X ,Y) ≥ 0 and the equality holds if and
only if X = Y [12]. However, with a limit number of sam-
ples from X and Y , optimizing MMD to be 0 may corrupt
the deformation information in Xt and Yt. Thus, inspired
by hinge loss, we introduce a bounded maximum mean dis-
crepancy loss, with the bound β = 0.01 in all experiments:

LFeat = max(0,M(Xt,Yt)− β). (6)

3.4. Trace and propagation

In Embedded Deformation (ED), a vertex vsi on the
source mesh Ms is controlled by its k nearest nodes
A(vsi ) = {gs

j}kj=1 in its deformation graph Gs. Different
from former methods with a fixed template [35], our method
seeks to deform from source meshes with different topolo-
gies. Thus, the control nodes A(vsi ) for each vertex vsi need
to be redefined for each source mesh. Previous methods
find A(vsi ) by searching k nearest neighbour (knn) of vsi
based on either geodesic or Euclidean distance. However,
the geodesic distance is too heavy to compute, and the Eu-
clidean distance may find wrong neighbouring nodes. For
example, as shown in Fig. 3, in Ms, the right arm is too
close to the rib. Control nodes in arm are wrongly assigned
to vertices in rib based on Euclidean distance, thus bring
the ribs up with the lift of the arm. To this end, we propose
a trace and propagation algorithm to find the control nodes
A(vsi ), which is very efficient without any knn search but
can also improve the accuracy of the neighbours.

(a) Source Mesh (b) Target Mesh (c) Knn Result (d) Trace & Propagation Result

Figure 3. Comparison of using knn in Euclidean space and our
trace and propagation for node-to-vertex assignment.

Our main idea is to first trace back through the mesh hier-
archy that is pre-constructed in the mesh encoder, and then
propagate on the deformation graph to define more accurate
neighbours. The mesh hierarchy (M1,M2, · · · ,ML), start-
ing with the input mesh M1 and ending with the coarsest
deformation graph ML, is generated by a series of poolings
(T1, T2, · · · , TL−1). As shown in Figure 4(a), a pooling op-
eration Tl : V l → V l+1 maps a small partition of neigh-
bouring vertices O = {vl

i} ⊂ V l,vl
i ∈ R3 of mesh Ml to

one vertex vl+1
j in Ml+1 by

vl+1
j =

∑
vl
i∈O

wl
iv

l
i, (7)
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with the weight wl
i ≥ 0 and

∑
wl

i = 1. We further define a
tracing operation T −1

l as T −1
l (vl+1

j ) = O, which restores
the vertices in O from vl+1

j . Then, a node gs
i in ML can

trace back to M1 layer by layer (i.e., Ci = T −1
1 ◦T −1

2 ◦ ...◦
T −1
L−1(g

s
i )) to form a tree, as shown in Figure 4(b), where

Ci is the leave set of the tree and contains all the original
vertices in M1 that are merged into gs

i . As shown in Fig-
ure 4(c), Ci can be regarded as a cluster of neighbouring
vertices. According to Eq. (7), since gs

i is derived by a se-
ries of interpolation of vertices in Ci, gs

i should lie near the
center of Ci. For instance, if all wi are equal then gs

i is the
center of Ci. Thus, we regard gs

i as the first control node
for vertices in Ci, and define the rest of the control nodes
for vertices in Ci as the neighbours of gs

i in deformation
graph Gs (i.e., A(vsi ) = {gs

i} ∪ {gs
j |(i, j) ∈ Es}).

(a) Tracing back through the mesh hierarchy (b)  The formed tree (c)  Propagation

Figure 4. Example of the proposed trace and propagation algo-
rithm on a 3-level mesh hierarchy.

The trace operation can be easily implemented as a look-
up operation with computation complexity O(N), where N
is the number of vertices in M1. As shown in Figure 3(d),
with our proposed trace and propagation algorithm, the de-
formed mesh is smoother without any artifacts.

3.5. Formulation

We train our proposed UD2E-Net without any supervi-
sion of ground-truth correspondences. Formally, the formu-
lation objective consists of three main terms:

L = LAlign + LSmooth + λfLFeat, (8)

where LAlign drives the source shape to align with the tar-
get, LSmooth regularizes the network to learn reasonable de-
formation based on smoothness and local rigidity. The third
term is designed for EI-AE to align the feature space. The
balanced weight λf is set as 0.008 for all experiments.

For LAlign, we minimize the symmetric Chamfer Dis-
tance LCh between the vertices set V ′

s , Vt of deformed
source M ′

s and the target mesh Mt. However, for large
deformation of articulated human bodies, LCh may pro-
vide incorrect correspondences and lead to a bad local min-
ima. Inspired by [15], we define a cycle-consistent loss
LCyc to enforce cycle-consistent correspondences between
Ms and Mt, which indicates that a cycle of deformation
Ms → Mt → Ms should map a point p ∈ Vs back
to itself. Note that, to calculate this loss, [15] forwards
Ms and Mt twice for the deformations Ms → Mt and

Mt → Ms, which could be a large computational cost.
While our Siamese pair of mesh encoders only forward the
inputs once since they share the same parameters. There-
fore, the objective LAlign is:

LAlign = LCyc + LCh. (9)

To regularize the deformation, motivated by [13], we in-
troduce an edge length term LEdge to penalize edge length
changes and a Laplacian term LLap to preserve local geo-
metric details. With the as-rigid-as-possible term LARAP in
Eq. (2) for surface smoothness, LSmooth is formulated as:

LSmooth = λEdgeLEdge + λLapLLap + λARAPLARAP,
(10)

where the balanced weights λEdge, λLap, λARAP are set as
0.005.

4. Experiments
4.1. Dataset

To validate the effectiveness of our model in both shape
correspondence and shape reconstruction tasks, we evalu-
ate the proposed UD2E-Net on several challenging datasets,
i.e., watertight meshes (DFAUST [2], SURREAL [36],
CoMA [30]) and real scans from FAUST [1].

FAUST [1] consists of 100 watertight meshes with
ground-truth correspondences for training and 200 meshes
for testing. The test data are real scans with noise and
holes. DFAUST [2] consists of sequences of meshes. There
are 41220 watertight meshes in total. We follow the train-
test split in [35] for fair comparison. SURREAL [36] is
a synthetic dataset based on SMPL [27] model. We fol-
low [13] to generate 230k meshes including 200k human
poses from [36] and 30k bent poses that can be unrealis-
tic. We also sample 23k samples with 20k from [36] and
3k bent shapes to form a smaller training set. The testing
set contains 200 meshes sampled from [36]. CoMA [30]
contains 17794 watertight meshes of human faces spanning
12 subjects in 12 different expressions. The train-test split
is also defined as in [35].

For all human body datasets, the meshes share the same
topology with 6890 vertices. We decimate these meshes
into 2757 vertices using Quadratic Error Metrics [10] for
training. When testing, the network also takes paired deci-
mated meshes as input but output a high-resolution mesh by
directly applying the predicted deformation parameters on
the high-resolution source mesh. By doing this, we try to
highlight that UD2E-Net is capable of decoupling the num-
ber of deformation parameters from mesh resolution. More-
over, this also greatly accelerates the training process.

4.2. Implementation Details

Siamese Mesh Encoder. Our Siamese mesh encoder con-
sists of graph convolution layers and graph pooling layers
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defined on a mesh hierarchy, which is constructed with Gr-
aclus [6] algorithm. We apply three downsampling layers to
explore four mesh levels. The vertex number of each mesh
level is approximately half of the preceding level. In each
mesh level, we apply two EdgeConvs [41] with a residual
connection for feature extraction.
Deformation Decoder. The architecture of deformation de-
coder Dd follows mesh encoder but with only one mesh
level to further build connections between neighbour nodes
gs
i . It encourages the predicted transformations T i to be

closely similar for smoothness. We use two multi-layer per-
ceptrons that end with linear layers to regress rotation Ri

and translation ti ∈ R3, respectively. For rotation, we em-
ploy a 6D over-parameterized representation [45], given by
the first two rows of the rotational matrix.
Training Strategy. Our UD2E-Net is trained end-to-end
from scratch. We train it via the formulation introduced in
Sec. 3.5 and utilize the Adam optimizer with a fixed learn-
ing rate of 0.001. When the cycle-consistent loss stops
to decrease after a few epochs, we train UD2E-Net via
LAlign = LCh for the rest of epochs. Specifically, we
first train UD2E-Net on SURREAL dataset (230k) for 10
epochs, followed by 20 epochs without LCyc. On SUR-
REAL dataset (23k), CoMA and DFAUST, UD2E-Net is
trained with LCyc for 20 epochs followed by 180 epochs
without it. For the evaluation on FAUST scans, we fol-
low [13, 5] to train UD2E-Net on SURREAL dataset (230k)
without finetuning on the FAUST training set.

4.3. Baseline and Evaluation Criterion

Baseline. To demonstrate the advantages of the fine-grained
fusion enabled by EI-AE over the common global feature,
we build a strong baseline, global embedding (GE), which
directly concatenates source local features Xs with the tar-
get global feature ht as deformation embeddings. See the
supplemental for detailed architecture.
Evaluation Criterion. We evaluate our method on shape
reconstruction and shape correspondence tasks. The re-
construction error measures the distance between the input
target shape and reconstructed shape by computing Cham-
fer distance (RCh) or mean Euclidean distance between
ground-truth point pairs (RGt). Correspondence error com-
pares mean Euclidean distance between deformed points
(CDe) or their projections on target (CPr) and the ground-
truth correspondences on target. For template-based meth-
ods, correspondences are built following [13].

4.4. Comparison Results

Experiments on Watertight Meshes. As shown in Table 1,
we first compare our method with state-of-the-art methods
on synthetic SURREAL dataset. The comparing methods
apply a template-based [13, 5, 35] or an autoencoder frame-
work [3, 30]. For shape reconstruction, we also employ

a fixed template as the source mesh Ms for testing. Dif-
ferent from [13, 5] that apply the same template shape in
both training and testing, UD2E-Net is trained to recon-
struct from random source shapes. Thus the comparison
is not entirely fair. However, on SURREAL dataset (230k),
our UD2E-Net still outperforms all supervised methods 3D-
CODED [13] and Elementary [5]. With less sufficient
training data (SURREAL 23k), the performance of 3D-
CODED [13] and Elementary [5] drops significantly up to
0.36cm. In contrast, neither UD2E-Net nor UD2E-Net (GE)
experience notable accuracy drop (≤ 0.11cm) and they out-
perform all supervised methods, which proves the effective-
ness of ED to alleviate strong dependence on data volume.
For shape correspondence task, our UD2E-Net outperforms
the methods with a fixed template [13, 5] by a large margin
(0.25∼0.72cm for 230k and 1.19∼1.32cm for 23k), which
shows the natural advantage of our template-free framework
on shape correspondence task.

On DFAUST dataset, variation of human poses and
shapes are relatively limited, which results in poor perfor-
mance for deformation-by-translation methods [13, 5] with
CDe ≥ 6.46cm and RGt ≥ 4.77cm, since they fail to form a
latent deformation space. On the contrary, with ED, UD2E-
Net holds high accuracy of 2.41cm and 2.17cm for CDe

and RGt. When pretrained on 230k samples from SUR-
REAL, UD2E-Net achieves 1.84cm for reconstruction and
outperforms all competing methods even the autoencoder
N. 3DMM [3] (1.99cm). Our method also suits for finer de-
formation of faces in CoMA dataset. As shown in Table 3,
the proposed UD2E-Net (0.78mm) also outperforms the su-
pervised DEMEA [35] (0.81mm). Moreover, we also show
qualitative comparison with 3D-CODED [13] and Elemen-
tary [5] in Figure 5. The comparison methods fail to capture
local geometric details with a global feature, thus results in
local distortion, such as in hands, arms and especially faces
where rich geometric details exist.

Experiments on Real Scans. We then test our UD2E-
Net on more challenging scan dataset, where missing parts
(e.g., feet, hands, etc.) may exist due to self-occlusion.
These meshes have approximately 170000 vertices. In-
stead of directly sending them into the network, we follow
the pre-processing strategy for training to first downsam-
ple the scanned meshes to 2757 vertices. Since the test-
ing meshes may have topological changes caused by self-
contact, UD2E-Net may fail to deform parts with topolog-
ical noise. Thus, given a pair of testing meshes, we also
utilize a watertight mesh as a template to build correspon-
dences as in [13, 5]. Though a template is employed, our
method is still naturally superior to template-based meth-
ods since we can freely choose better templates. In prac-
tice, we choose the null pose of each test human as tem-
plate. Similar to [13, 5], we optimize global feature of the
target to obtain the final reconstruction. Some comparison
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Data Methods RGt RCh CDe CPr

230k

3D-CODED [13] 1.80 1.03 2.63 2.30
Elementary [5] 1.67 0.89 2.19 1.87

Unsup. 3D-CODED [13] 9.43 1.76 9.30 9.27
Ours-GE 1.96 1.00 2.23 1.88

Ours-w/oTP 3.25 1.15 2.85 3.00
Ours-w/oMMD 2.11 1.06 2.47 2.12

Ours-3D 1.71 0.86 2.02 1.96
Ours 1.67 0.87 1.91 1.62

23k

3D-CODED [13] 2.10 1.18 3.36 3.01
Elementary [5] 2.03 1.15 3.27 2.91

Unsup. 3D-CODED [13] 9.32 1.86 9.59 9.43
Ours-GE 2.22 1.07 2.61 2.28

Ours-w/oTP 2.18 1.04 3.08 2.80
Ours-w/oMMD 2.16 1.05 2.47 2.13

Ours-3D 1.83 0.93 2.15 1.84
Ours 1.78 0.911 2.04 1.72

Table 1. Performance comparison on synthetic SURREAL
dataset [36]. ‘230k’ and ‘23k’ denote the amount of training data.

Methods CDe (cm) RGt (cm)

Original

N. 3DMM [3] - 1.99
CoMA [30] - 8.4

DEMEA [35] - 2.23
3D-CODED [13] 6.46 4.81
Elementary [5] 6.51 4.77

Ours-GE 3.03 2.57
Ours 2.41 2.17

230k

3D-CODED [13] 4.91 3.55
Elementary [5] 4.58 3.36

Ours-GE 2.24 1.95
Ours 2.07 1.84

Table 2. Performance comparison on DFAUST dataset. ‘Original’
denotes only training on DFAUST[2]. ‘230k’ means finetuning on
DFAUST with pretrained network on SURREAL (230k).

DEMEA N. 3DMM Ours
RGt (mm) 0.81 0.71 0.78

Table 3. Performance comparison on CoMA dataset [30].

results are shown in Table 4. On the ‘Inter’ challenge, our
method achieves 3.086cm, which outperforms unsupervised
methods significantly by 24%∼37% and is comparable to
supervised methods. On the ‘Intra’ challenge, our method
achieves 1.512cm, which even outperforms state-of-the-art
supervised method [5] by 13%.
Ablation Study. As shown in Table 1, to demonstrate
the effectiveness of each proposed component, we compare
our final UD2E-Net with several variants including: 1) the
baseline (Ours-GE), 2) UD2E-Net without MMD (Ours-
w/oMMD), 3) UD2E-Net with knn instead of trace and
propagation (Ours-w/oTP), and 4) UD2E-Net 3D that ap-
plies 3D canonical shape in the EI-AE (Ours-3D). Without

Source Ground truth Ours3D-CODEDElementary

1cm

5cm

0cm

3cm

DF
AU

ST
SU

RR
EA

L 
23

k

Figure 5. Qualitative comparison on DFAUST [2] and SURREAL
23k with 3D-CODED [13] and Elementary [5]. For each method,
the left is the deformed source and right is its error map.

Methods Inter. Intra.

Sup.
FMNet [24] 4.83 2.44

3D-CODED [13] 2.878 1.985
Elementary [5] 2.58 1.742

Unsup.

Unsup. 3D-CODED [13] 4.88 -
LBS Autoencoder [21] 4.08 2.161

Halimi et al. [17] 4.883 2.51
Ginzburg et al. [11] 4.068 2.12

Ours 3.086 1.512

Table 4. Performance comparison on Faust dataset. ‘Sup.’ and
‘Unsup.’ indicate the method is supervised or unsupervised.

the proposed EI-AE, the performance drops 13% in shape
correspondence, which demonstrates the indispensable role
of fine-grained feature fusion in deformation embedding.
Moreover, the employed bounded MMD is critical to align
the distributions between synthetic target features generated
by EI-AE and the original features, and guide EI-AE to
form the shared canonical shape. Without bounded MMD,
the performance drops 23%∼17%. Without accurate con-
trol nodes provided by the proposed trace and propagation
algorithm, the performance drops 33%∼51% on shape cor-
respondence. With 3D canonical shape C, UD2E-Net per-
forms slightly worse than using a 10D shape, which shows
that UD2E-Net is not sensitive to shape dimension.

4.5. Effect of the Extrinsic-Intrinsic Autoencoder

We study the effect of EI-AE on dense deformation em-
bedding by exploring how the intrinsic coordinates dis-
tributed inside the shared canonical shape and the effect of
shared coordinates across different bodies. We first visu-
alize the distribution of 3D coordinates in Figure 6, which
shows that the learned canonical shape presents the shape
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of the skeleton of a body, whose limbs and head are con-
sistent with the original human body. Though input bodies
are highly different, the derived canonical shapes are nearly
identical. Between these two shapes, we build correspon-
dences by finding nearest neighbour based on coordinates
ci. As shown in Figure 7, the proposed EI-AE is capable of
mapping corresponding vertices across different bodies into
consistent coordinates in C, though without any supervision
of correspondences. Above results have proved our assump-
tion that the EI-AE disentangles intrinsic location from ge-
ometric information, which enables the synthesized Yt to
focus on capturing geometric information, thus boosting the
deformation quality. Moreover, since the canonical shape
implies correspondences, it can help with unsupervised de-
formation learning by enabling the network to learn a de-
formation space that complies with these correspondences.

Input shape Shared Canonical Shape Shared Canonical ShapeInput shape

Figure 6. Visualization of the learned canonical shape in EI-AE.
Same color indicates correspondence.

Figure 7. Results of point matches based on the coordinates ci.

4.6. Applications

This subsection validates that our UD2E-Net could be
successfully extended into several applications, e.g., shape
retrieval and human pose transfer. More results including
shape interpolation are included in the supplemental.
Template Retrieval. For shape reconstruction problem,
choosing a more similar template can obviously improve
the performance. Given a target shape from the test set,
we further try to retrieve the source shape from training set
such that the cosine distance between their global embed-
dings are minimized. As shown in Table 5, where ‘Fixed’
and ‘Retrieved’ denote using a fixed or retrieved template,
our model provides an additional improvement of 4.8% on
DFAUST and a significant promotion of 37.1% on SUR-
REAL. As shown in Figure 8, the retrieved shapes have
similar poses with the query shapes.
Human pose transfer. The learned latent space also al-
lows to transfer poses for human bodies. Given the meshes
of human body A in two poses A0, A1, we represent their
embedded global features as h0,h1. Then given another

RetrievedQuery RetrievedQuery RetrievedQuery RetrievedQuery

Figure 8. Results of shape retrieval on DFAUST dataset, where the
query shapes are on the left and retrieved shapes are on the right.

DFAUST SURREAL (23K)
Ours (GE) Ours Ours (GE) Ours

Fixed 1.95 1.84 2.22 1.78
Retrieved 1.87 1.752 1.67 1.12

∆ -4.1% -4.8% -24.8% -37.1%

Table 5. Performance improvement brought by template retrieval.
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Figure 9. Deformation transfer results.

human body B0, which is of the same pose as A0 with its
embedding denoted as h′

0, we seek a target shape B1 per-
forming same pose as A1. The deformation is transferred
by computing the embedding of B1 as h′

1 = h1 −h0 +h′
0.

Then B1 can be derived by decoding h′
1. We evaluate the

effectiveness of our model in a more challenging situation
by transferring interpolated poses. As the qualitative results
shown in Figure 9, the model trained on SURREAL dataset
could be employed to transfer poses in FAUST dataset.

5. Conclusion

We have presented UD2E-Net, an end-to-end network
that allows learning the deformation between arbitrary
shape pairs from dense local features in an unsupervised
manner. With the Extrinsic-Intrinsic Autoencoder guided
by bounded MMD, the network can explore both extrin-
sic property for fine-grained deformation reasoning and in-
trinsic property for matching by forming a shared canoni-
cal shape. Moreover, the trace and propagation algorithm
can improve both efficiency and quality of the deformation
graph. UD2E-Net shows significant improvement over un-
supervised methods and even outperforms supervised meth-
ods. We hope that our work inspires the field of neural de-
formation and can be extended to more challenging appli-
cations, e.g., non-rigid reconstruction and tracking.

8368



References
[1] Federica Bogo, Javier Romero, Matthew Loper, and

Michael J. Black. FAUST: Dataset and evaluation for 3D
mesh registration. In Proceedings IEEE Conf. on Com-
puter Vision and Pattern Recognition (CVPR), Piscataway,
NJ, USA, June 2014. IEEE.

[2] Federica Bogo, Javier Romero, Gerard Pons-Moll, and
Michael J. Black. Dynamic FAUST: Registering human bod-
ies in motion. In IEEE Conf. on Computer Vision and Pattern
Recognition (CVPR), July 2017.

[3] Giorgos Bouritsas, Sergiy Bokhnyak, Stylianos Ploumpis,
Michael Bronstein, and Stefanos Zafeiriou. Neural 3d mor-
phable models: Spiral convolutional networks for 3d shape
representation learning and generation. In Proceedings of
the IEEE/CVF International Conference on Computer Vi-
sion, pages 7213–7222, 2019.

[4] Michael M Bronstein and Iasonas Kokkinos. Scale-invariant
heat kernel signatures for non-rigid shape recognition. In
2010 IEEE Computer Society Conference on Computer Vi-
sion and Pattern Recognition, pages 1704–1711. IEEE,
2010.

[5] Theo Deprelle, Thibault Groueix, Matthew Fisher, Vladimir
Kim, Bryan Russell, and Mathieu Aubry. Learning elemen-
tary structures for 3d shape generation and matching. In
Advances in Neural Information Processing Systems, pages
7435–7445, 2019.

[6] Inderjit S Dhillon, Yuqiang Guan, and Brian Kulis. Weighted
graph cuts without eigenvectors a multilevel approach. IEEE
transactions on pattern analysis and machine intelligence,
29(11):1944–1957, 2007.

[7] Jiahua Dong, Yang Cong, Gan Sun, and Dongdong Hou.
Semantic-transferable weakly-supervised endoscopic lesions
segmentation. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision (ICCV), pages
10711–10720, October 2019.

[8] Jiahua Dong, Yang Cong, Gan Sun, Yuyang Liu, and Xi-
aowei Xu. Cscl: Critical semantic-consistent learning for
unsupervised domain adaptation. In Andrea Vedaldi, Horst
Bischof, Thomas Brox, and Jan-Michael Frahm, editors, Eu-
ropean Conference on Computer Vision – ECCV 2020, pages
745–762, 2020.

[9] Jiahua Dong, Yang Cong, Gan Sun, Bineng Zhong, and
Xiaowei Xu. What can be transferred: Unsupervised do-
main adaptation for endoscopic lesions segmentation. In
IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), pages 4022–4031, June 2020.

[10] Michael Garland and Paul S Heckbert. Surface simplification
using quadric error metrics. In Proceedings of the 24th an-
nual conference on Computer graphics and interactive tech-
niques, pages 209–216, 1997.

[11] Dvir Ginzburg and Dan Raviv. Cyclic functional mapping:
Self-supervised correspondence between non-isometric de-
formable shapes. In European Conference on Computer Vi-
sion, pages 36–52. Springer, 2020.

[12] Arthur Gretton, Karsten M Borgwardt, Malte J Rasch, Bern-
hard Schölkopf, and Alexander Smola. A kernel two-sample

test. The Journal of Machine Learning Research, 13(1):723–
773, 2012.

[13] Thibault Groueix, Matthew Fisher, Vladimir G Kim,
Bryan C Russell, and Mathieu Aubry. 3d-coded: 3d cor-
respondences by deep deformation. In Proceedings of the
European Conference on Computer Vision (ECCV), pages
230–246, 2018.

[14] Thibault Groueix, Matthew Fisher, Vladimir G Kim,
Bryan C Russell, and Mathieu Aubry. A papier-mâché ap-
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