




Face retrieval: Current facial retrieval systems gener-
ally match faces based on identities and lack the granular-
ity to match on a facial feature level. Non deep-learning
based retrieval systems such as Photobook [26] and CAFI-
IRIS [40] use features such as Eigenfaces [37], textual de-
scriptions, and/or facial landmarks; but we expect learned
features to have advantages. FaceNet [30] learns embed-
dings via a triplet loss where the Euclidean distances be-
tween embeddings correspond to facial similarity by train-
ing with identities. Other works [33, 35] formulate the
problem as a classification task between identities. But
these methods perform retrieval at the level of identity and
by design, are invariant to details such as expressions and
hairstyles. In contrast, RIS aims to improve the granularity
of face retrieval. Instead of asking to “retrieve faces with
similar features” we are asking to ”retrieve faces with simi-
lar eyes, nose, mouth, etc. “.

GAN Inversion: GAN inversion encodes a real image to
the latent space of a GAN. It is commonly done via gradi-
ent descent in the latent space [2, 19, 41] which leads to
accurate reconstruction at the expense of scalability. An
encoder-based approach [29, 43, 46] instead allows scalable
GAN inversion.

3. Retrieve in Style
In this section, we describe the proposed Retrieve in

Style (RIS) for both facial feature transfer and retrieval. We
first review Editing in Style (EIS) [10] that our method is
built upon. Then, we propose improvements to EIS for a
more controllable and intuitive transfer, and show that our
method can be naturally extended for fine-grained face re-
trieval, which was not possible in EIS.

3.1. Editing in Style

Unlike methods that manipulate the latent space via vec-
tor arithmetic [13, 16, 31, 32, 39], EIS formulates the se-
mantic editing problem as copying style coefficients σ of
StyleGAN [18] from a reference image to a source im-
age, i.e., the output image carries facial features from the
reference images while preserving the remaining features
from the source image. The authors show that semantic lo-
cal transfer is possible on images generated by a pretrained
StyleGAN with minimal supervision.

One key insight of EIS is that spatial feature activations
of a StyleGAN generator can be grouped into clusters that
correspond to semantically meaningful concepts such as
eyes, nose, mouth, etc. Specifically, let A ∈ RN×C×H×W

be the activation tensor at a particular layer of StyleGAN,
where N is the number of images, C the number of chan-
nels, H the height and W the width. Spherical K-way
k-means [7] is applied spatially over A, i.e., clustering
over N × H × W vectors of size C. Each spatial lo-
cation of A is associated with cluster memberships U ∈
{0, 1}N×K×H×W , and then used to compute a contribution

Figure 2: Submembership: Contribution scores Mk from
our method allow meaningful clustering. In this figure, each
row is a cluster for k= hair; images within a row are sim-
ilar, showing that clustering is effective. Across rows, the
images differ, showing that there is real variation in the hair.

score Mk,c ∈ [0, 1]K×C :

Mk,c =
1

NHW

∑
n,h,w

A2
n,c,h,w ⊙Un,k,h,w. (1)

Intuitively, Mk,c tells how much the c-th channel of style
coefficients σ ∈ RC contributes to the generation for fa-
cial feature k. Note that σ directly scales the activations A
in the modulation module — the larger the activations, the
more k is affected by the channel c.

Transferring a facial feature k across two images is
then performed via interpolation between style coefficients
σS ,σR of the source and the reference images. The style
coefficient of the edited image σG

k can be obtained by
rewriting the style interpolation in Eq. (3) of [10]:

σG
k = (1− qk)⊙ σS + qk ⊙ σR, (2)

where qk ∈ [0, 1]C is the interpolation vector for a given
facial feature k. EIS finds qk using a greedy optimization
derived from Mk,c and manual hyperparameter tuning to
determine which channels to ignore. Such hyperparameters
can be sensitive to different reference images and lead to
suboptimal transfers, as shown in Sec. 4. In addition, Mk,c

is computed over N images and is fixed for all feature trans-
fers. We argue in Sec. 3.2 that having a fixed Mk,c may not
be ideal for transfer, as not all images share the same chan-
nels to describe the same facial feature.

3.2. Improving EIS for Facial Feature Transfer

Submemberships: EIS assumes that the channels that
make a high contribution for a particular feature (say, eyes)
are the same for each image. So to compute Mk in Eq. (1),
EIS averages the scores over a large collection of images of
size N . We hypothesize the high-contribution channels may
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(a) Reference (b) Source (c) Naive (d) Ours

Figure 3: Pose transfer from (a) reference to (b) source. (c)
Naively copying style coefficients from the first 4 layers of
StyleGAN2 [19] transfers primarily pose and partially hair
(shorter hair on left, flatter hair top), showing their style co-
efficients are entangled in the early layers. (d) Our method
matches the pose of the reference image and preserves the
hair faithfully from the source.

vary from image to image. This means averaging over N
images can lose details specific to the source or reference.

We visualize the presence of this effect in Fig. 2. Per-
forming Spherical k-means clustering over per image Mhair
(N = 1) of images in a dataset yields semantically mean-
ingful clusters. Images in each row belong to the same clus-
ter. The hairstyles within the same row are similar, while
hairstyles across rows are distinctively different. We further
analyze the top active channels (each channel corresponds
to a dimension of Mk) for each cluster, and observe that
each cluster has its own set of top active channels that are
unique to it. Please refer to supplementary materials for
more detailed analyses. This validates our hypothesis that
high-contribution channels for a semantic feature are not the
same across images. That is, the same feature k of different
images are controlled by different groups of channels. We
term these groups as “submembership”, which is a crucial
motivation for this work.

With “submembership” in mind, instead of computing
Mk,c over a large batch of N images, we show that the re-
sponsible channels are more accurately computed over only
the source and reference images, i.e., N = 2. Specifically,

Mk,c = max

(∑
h,w

A[s]2c,h,w ⊙U[s]k,h,w,

∑
h,w

A[r]2c,h,w ⊙U[r]k,h,w

)
, (3)

where s and r indicate the particular source and reference
images of interest, respectively. Intuitively, to transfer from
a reference to a source image, we are interested in channels
that are important to source, reference, or both.

Obtaining interpolation vector: Instead of getting the
interpolation vector qk from the greedy optimization pro-
cess (like in EIS) which is dependent on per-image hyper-
parameters ρ and ϵ, we assume each channel of the style
coefficient σ corresponds to one facial feature. This fol-
lows from the disentangled style space of StyleGAN and in

practice, works well. Under this assumption, we obtain a
soft class assignment for each style coefficient channel with
a softmax of all classes (rows of M), obtaining:

q = Softmax
k

(
M

τ

)
, (4)

where M ∈ [0, 1]K×C is the stacked contribution score of
all facial features, τ is the temperature, q ∈ [0, 1]K×C is
the interpolation vector. The interpolation vector for a par-
ticular feature k, qk can be indexed from the row of q. qk

can be thought of the mask for k that allows interpolation
between σS and σR.

Pose transfer: Karras et al. [19] have shown that the first
few layers of StyleGAN2 capture high level features such as
pose. In Fig. 3, we show that copying the style coefficients
of the first 4 layers of StyleGAN2 (which corresponds to
the first 2048 style coefficient channels), transfers mostly
pose and hair information from reference to source image,
leaving other features like eyes and mouth untouched. By
assuming that the first 4 layers only contain pose and hair
information, we simply derive:

qpose = 1− qhair, (5)

for only the first 4 layers with the rest zeroed out. Similarly,
for all facial features other than hair, the first 4 layers are
zeroed out to prevent pose changes. As shown in Fig. 3,
qpose captures pose information without affecting hair.

One significant advantage of our pose transfer is that
it requires no labels or manual tuning. For example,
GANSpace [13] requires manually choosing layer subsets;
AttGAN [14] and InterFaceGAN [31] requires attribute la-
bels, StyleRig [36] requires a 3D face model. Fig. 4 illus-
trates our full capability of facial feature transfer.

Latent Direction: Unlike EIS that limits facial feature
transfer to style interpolation as in Eq. (3), we formulate
the problem as traversing along the latent direction, based
on work showing StyleGAN’s latent space vector arithmetic
property [28]. Then, we revise Eq. (3) to:

σG
k = σS + αqk ⊙ (σR − σS), (6)

where the latent direction is n = qk ⊙ (σR − σS) and
the scalar step size is α. If we restrict α ∈ [0, 1], we will
be performing a style interpolation. Under the property of
vector arithmetic, we can instead use α ∈ R which allows
style extrapolation. We show in Fig. 5 that scaling α allows
an increase or decrease in the particular facial property. For
example, we are able to do smooth pose interpolation.

3.3. Facial Feature Retrieval

This section shows the style representation in Eq. (6) can
be adapted to fine-grained facial feature retrieval, which
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(b) Reference (c) Eyes (d) Nose (e) Mouth (f) Hair (g) Pose(a) Source

Figure 4: Facial feature transfer: Our method performs effective semantic editing on real images by transferring facial
features from (b) a reference image to (a) a source image. Our method transfers spatially coherent features (i.e., eyes, nose,
mouth) as well as challenging features hair and pose. Note that real image editing is not possible with SoTA EIS [10].

Referenceα = −1.5 α = −0.75 Source α = 1.5α = 0.75

Figure 5: Latent direction: The α variable in RIS controls
interpolation between the source and the reference images,
showing a smooth transition of mouth (top row), hair (mid-
dle row) and pose (bottom row).

is defined as follows. Given a query image IQ and a re-
trieval dataset X , we aim to retrieve the top-K closest im-
ages Tk ⊂ X with respect to a facial feature (e.g., eyes). As
described in the previous section, RIS identifies the style
channels that mediate the appearance of facial features for
particular images. This suggests the style channels can be
used to retrieve faces with appearance similar to the facial
features in a query face. Face retrieval is usually done by
matching on an identity embedding [30, 33, 35]. However,
fine-grained facial feature retrieval is relatively unexplored
as it is difficult to collect and annotate training data with
fine granularity (e.g., shape of the eyes or nose).

For each facial feature k, we have qk ∈ [0, 1]1×C to

encode, for a particular image, how much that channel con-
tributes to that feature. Since qk can be considered as a
mask, we construct a feature-specific representation:

vQ
k = qQ

k ⊙ σQ. (7)

Feature retrieval can be then performed by matching vk, as
two images with similar vk suggest a lookalike feature k.

We compute the representations vR
k = qR

k ⊙ σR where
σR ∈ Σ and Σ are the style coefficients for the images in
X . We then define the distance between the facial features
of two style coefficients/face images as

Distancek(IQ, IR) = d(vQ
k ,v

R
k ), (8)

where d is a distance metric (cosine distance in this study).
We then rank the distances for nearest neighbor search for
facial feature k. Intuitively, if there is a Mk and conse-
quently, a qk mismatch between two images, their distance
will be large. Since Fig. 2 shows that similar features have
similar Mk, vice versa, it follows that smaller distances will
reflect more similar features. We show this is true empiri-
cally and RIS works as in expectation from Fig. 7. Addi-
tionally, we observe better results if we normalize σQ and
σR using layer-wise mean and standard deviation from Σ.

Comparison between SoTA EIS [10] and RIS (ours):
Both EIS and RIS share a unique way to perform unsuper-
vised local face editing by attributing transfers to reference
images. They differ in how they accomplish it. (1) EIS com-
putes the contribution score M by averaging over a batch of
N images. Based on the findings of M’s submembership,
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Figure 6: Comparison with EIS [10]:
(a, b) show transfers from Reference 1
to the source image; (c)(d) from Ref-
erence 2. Our method (RIS) gener-
ates visually more accurate and nat-
ural results. E.g., EIS changed the
skin tone in (a) and shirt color in (c),
while RIS does not. RIS also achieves
beard transfer around mouth in (d),
even though beard on female faces is
rare or absent in training data.

RIS uses N = 2, which avoids manual per-image hyperpa-
rameter tuning and thus allows a more scalable and intuitive
transfer. As a result, RIS yields more precise transfer of
eyes, nose, and mouth, and enables transferring novel fea-
tures such as hair and pose that were not shown possible in
EIS. (2) RIS redefines M as an image-specific representa-
tion, which allows for unsupervised fine-grained face fea-
ture retrieval. EIS assumes an averaged representation of
M, which will be shown in experiments to be less effective
for feature retrieval.

4. Experiments
While other work based on StyleGAN, including

EIS [10, 13], focus on manipulating generated images, we
focus on the more relevant problem of manipulating real im-
ages. This is a more difficult problem as there are no guar-
antees that GANs performing well on generated images are
stable enough to generalize to real images.

To show that RIS generalizes to real datasets, we use
CelebA-HQ [17] with 30k images for all our experiments.
Since feature-based retrieval requires the inversion of the
entire dataset, we opt to use pSp [29], a SoTA encoder-
based GAN inversion method, for all our experiments.

4.1. Facial Feature Transfer
In this section, we provide qualitative and quantitative

analyses for facial feature transfer on real images. We fixed
τ=0.1 and α = 1.3 for all experiments, as we observed the
temperature τ in Eq. (4) is insensitive to different source and
reference images. We used N =200 for EIS [10] following
the authors’ implementation.

Qualitative analysis: Fig. 6 shows a qualitative com-
parison between RIS (our method) and EIS on real images.
It can be observed that RIS offers better localization abil-
ity. EIS (Fig. 6(a)) affects skin tone heavily across all
transfers, notably changing lighting heavily for hair trans-
fer. In contrast, RIS maintains relatively similar skin tones
while transferring the targeted features. EIS also changes
the eyes and nose of the source image while transferring
mouth (Fig. 6(a)), indicating entanglement in their repre-
sentations. While transferring mouth (which includes the
chin region), EIS fails to reproduce the beard in the image
Reference2 (Fig. 6(c)). On the other hand, RIS faithfully
reproduces the beard (Fig. 6(d)). It is noteworthy that RIS
is able to generate a female face with beard, representing
an out-of-distribution generation that is absent in the train-
ing set. Please refer to supplementary materials for more
comparisons.

3892










