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Figure 1: Scenes sampled from our learned prior, rendered from freely moving camera paths containing various rotation, translation, and forward/backward motions. See supplementary material for corresponding extended videos.

Abstract

We tackle the challenge of learning a distribution over complex, realistic, indoor scenes. In this paper, we introduce Generative Scene Networks (GSN), which learns to decompose scenes into a collection of many local radiance fields that can be rendered from a free moving camera. Our model can be used as a prior to generate new scenes, or to complete a scene given only sparse 2D observations. Recent work has shown that generative models of radiance fields can capture properties such as multi-view consistency and view-dependent lighting. However, these models are specialized for constrained viewing of single objects, such as cars or faces. Due to the size and complexity of realistic indoor environments, existing models lack the representational capacity to adequately capture them. Our decomposition scheme scales to larger and more complex scenes while preserving details and diversity, and the learned prior enables high-quality rendering from viewpoints that are significantly different from observed viewpoints. When compared to existing models, GSN produces quantitatively higher-quality scene renderings across several different scene datasets.

1. Introduction

Spatial understanding entails the ability to infer the geometry and appearance of a scene when observed from any viewpoint or orientation given sparse or incomplete observations. Although a wide range of geometry and learning-based approaches for 3D view synthesis [8, 9, 28, 29, 37, 43, 51] can interpolate between observed views of a scene, they cannot extrapolate to infer unobserved parts of the scene. The fundamental limitation of these models is their inability to learn a prior over scenes. As a result, learning-based approaches have limited performance in the extrapolation regime, whether it be inpainting disocclusions or synthesizing views beyond the boundaries of the given observations. For example, the popular NeRF [29] approach represents a scene via its radiance field, enabling continuous view interpolation given a densely captured scene. However, since NeRF does not learn a scene prior, it cannot extrapolate
views. On the other hand, conditional auto-encoder models for view synthesis [11, 52, 45, 10, 33, 46] are able to extrapolate views of simple objects from multiple viewpoints and orientations. Yet, they overfit to viewpoints seen during training (see [7] for a detailed analysis). Moreover, conditional auto-encoders tend to favor point estimates (e.g., the distribution mean) and produce blurry renderings when extrapolating far from observed views as a result.

A learned prior for scenes may be used for unconditional or conditional inference. A compelling use case for unconditional inference is to generate realistic scenes and freely move through them in the absence of input observations, relying on the prior distribution over scenes (see Fig. 1 for examples of trajectories of a freely moving camera on scenes sampled from our model). Likewise, conditional inference lends itself to different types of problems. For instance, plausible scene completions may be sampled by inverting scene observations back to the learned scene prior [48]. A generative model for scenes would be a practical tool for tackling a wide range of problems in machine learning and computer vision, including model-based reinforcement learning [14], SLAM [5, 6], content creation [20], and adaptation for AR/VR or immersive 3D photography.

In this paper we introduce Generative Scene Networks (GSN), a generative model of scenes that allows view synthesis of a freely moving camera in an open environment. Our contributions are the following. We: (i) introduce the first generative model for unconstrained scene-level radiance fields; (ii) demonstrate that decomposing a latent code into a grid of locally conditioned radiance fields results in an expressive and robust scene representation, which out-performing strong baselines; (iii) infer observations from arbitrary cameras given a sparse set of observations by inverting GSN (i.e., fill in the scene); and (iv) show that GSN can be trained on multiple scenes to learn a rich scene prior, while rendered trajectories are smooth and consistent, maintaining scene coherence.

2. Related Work

An extensive body of literature has tackled view synthesis of simple synthetic objects [4] against a homogeneous background [10, 33, 36, 45, 52]. Relevant models typically rely on predicting 2D/3D flow fields to transform pixels in the input view to pixels in the predicted view. Moreover, in [42] a continuous representation is introduced in the form of the weights of a parametric vector field, which is used to infer appearance of 3D points expressed in a world coordinate system. At inference time the model is optimized to find latent codes that are predictive of the weights. The above approaches rely on the existence of training data of the form input-transformation-output tuples, where at training time the model has access to two views (input and output) in a viewing sphere and the corresponding 3D transformation. Sidestepping this requirement [15, 31] showed that similar models can be trained in an adversarial setting without access to input-transformation-output tuples.

Recent approaches [26, 29, 37, 38, 39] have been shown to encode a continuous radiance field in the parameters of a neural network by fitting it to a collection of high resolution views of realistic scenes. The encoded radiance field is rendered using the classical volume rendering equation [19] and a reconstruction loss is used to optimize the model parameters. While successful at modelling the radiance field at high resolutions, these approaches require optimizing a new model for every scene (where optimization usually takes days on commodity hardware). Thus, the fundamental limitation of these works is that they are unable to represent multiple scenes within the same model. As a result, these models cannot learn a prior distribution over multiple scenes.

Some newer works have explore generative radiance

<table>
<thead>
<tr>
<th>Model</th>
<th>Multiple Scenes/Objects</th>
<th>Generative</th>
<th>Latent</th>
<th>Radiance Field</th>
<th>Scene Level</th>
<th>Camera Placement</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeRF [29]</td>
<td>✗</td>
<td>✗</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>Sphere/Wide-baseline</td>
</tr>
<tr>
<td>NSVF [36]</td>
<td>✗</td>
<td>✗</td>
<td>3D</td>
<td>✓</td>
<td>✓</td>
<td>Sphere/Wide-baseline</td>
</tr>
<tr>
<td>PixelNerf [49]</td>
<td>✓</td>
<td>✓</td>
<td>N×2D</td>
<td>✓</td>
<td>✓</td>
<td>Sphere/Wide-baseline</td>
</tr>
<tr>
<td>GRAFT [41]</td>
<td>✓</td>
<td>✓</td>
<td>1D</td>
<td>✓</td>
<td>✓</td>
<td>Sphere</td>
</tr>
<tr>
<td>HoloGAN [31]</td>
<td>✓</td>
<td>✓</td>
<td>1D</td>
<td>✗</td>
<td>✗</td>
<td>Sphere</td>
</tr>
<tr>
<td>PlatonicGAN [15]</td>
<td>✓</td>
<td>✓</td>
<td>1D</td>
<td>✗</td>
<td>✗</td>
<td>Sphere</td>
</tr>
<tr>
<td>ENR [10]</td>
<td>✓</td>
<td>✓</td>
<td>3D</td>
<td>✗</td>
<td>✗</td>
<td>Sphere</td>
</tr>
<tr>
<td>GTM-SM [12]</td>
<td>✓</td>
<td>✓</td>
<td>1D</td>
<td>✓</td>
<td>✓</td>
<td>Free moving</td>
</tr>
<tr>
<td>ISS [35]</td>
<td>✓</td>
<td>✓</td>
<td>2D</td>
<td>✓</td>
<td>✓</td>
<td>Free moving</td>
</tr>
<tr>
<td>GSN (ours)</td>
<td>✓</td>
<td>✓</td>
<td>2D</td>
<td>✓</td>
<td>✓</td>
<td>Free moving</td>
</tr>
</tbody>
</table>

Table 1: Summary of contributions and comparison with relevant related work. (Multiple Scene/Objects): Ability to model multiple scenes/objects in the same network. (Generative) Whether the model is generative (e.g. allows for free sampling). (Latent) Latent code spatial dim. (Radiance Field) Whether the model predicts a radiance field. (Scene level) Results demonstrated in scene-level environments. (Camera Placement) What camera motion is permitted?
Figure 2: Architecture of the GSN generator. We sample a latent code \( z \sim p_z \) that is fed to our global generator \( g \) producing a local latent grid \( W \). This local latent grid \( W \) conceptually represents a latent scene "floorplan" and is used for locally conditioning a radiance field \( f \) from which images are rendered via volumetric rendering. For a given point \( p \) expressed in a global coordinate system to be rendered, we sample \( W \) a local latent grid at the location \((i, j)\), given by \( p \) resulting in \( w_{ij} \). In turn \( f \) takes as input \( p' \) which results from expressing \( p \) relative to the local coordinate system of \( w_{ij} \).

field models in the adversarial setting [3, 32, 41]. However, [3, 41] are restricted to modeling single objects where a camera is positioned on a viewing sphere oriented towards the object, and they use a 1D latent representation, which prevents them from efficiently scaling to full scenes (c.f. § 4 for experimental evidence). Concurrent to our work, Niemeyer et al. [32] model a scene with multiple entities but report results on single-object datasets and simple synthetic scenes with 2-5 geometrical shapes in the CLEVR dataset [18]. The object-level problem may be solved by learning a pixel-aligned representation for conditioning the radiance field [47, 49]. However, [47, 49] are designed as conditional auto-encoders as opposed to a generative model, thereby ignoring the fundamentally stochastic nature of the view synthesis problem. In [24] a model is trained on long trajectories of nature scenarios. However, due to their iterative refinement approach the model has no persistent scene representation. While allowing for perpetual generation, the lack of a persistent scene representation limits its applicability for other downstream tasks that may require loop closure.

Approaches tackling view synthesis for a freely moving camera in a scene offer the capability to fully explore a scene [11, 12, 35]. Irrespective of the output image resolution, this is strictly a more complex problem than a camera moving on a sphere oriented towards a single object [42, 52, 45, 49, 41, 32, 3]. For scenes with freely moving cameras the model needs to learn to represent a full scene that consists of a multitude of objects rather than a single object. In this setup, it is often useful to equip models with a memory mechanism to aggregate the set of incoming observations. In particular, it has been useful to employ a dictionary-based memory to represent an environment where keys are camera poses and values are latent observation representations [12]. Furthermore, the memory may be extended to a 2D feature map that represents at top-down view of the environment [11, 35]. At inference time, given a query viewpoint the model queries the memory and predicts the expected observation. This dependency on stored observations significantly limits these models’ ability to cope with unseen viewpoints. GSN can perform a similar task by matching observations to scenes in its latent space, but with the added benefit that the learned scene prior allows for extrapolation beyond the given observations. A summarized comparison of GSN with the most relevant related work is shown in Tab. 1.

3. Method

As in traditional GANs [13], our model is composed of a generator \( G_\theta \) and a discriminator \( D_\phi \), with latent codes \( z \sim p_z \), where \( p_z \) denotes the prior distribution. The generator \( G_\theta \) is composed of two subnetworks \( G = g_\theta_g \cdot f_\theta_f \); a global generator \( g_\theta_g \) and a locally conditioned radiance field network \( f_\theta_f \) (in the rest of the text and figures we drop the subscripts for clarity). Unlike standard 2D GANs, which often only require samples \( z \sim p_z \) as input, GSN also takes a camera pose \( T \in SE(3) \) from an empirical pose distribution \( p_T \), as well as camera intrinsic parameters \( K \in \mathbb{R}^{3 \times 3} \). These additional inputs allow for explicit control over the viewpoint and field of view of the output image, which is rendered via a radiance field. Fig. 2 outlines the GSN network architecture.

3.1. Global Generator

In GRAF [41] and \( \pi \)-GAN [3] a 1D global latent code \( z \sim p_z \) is used to condition an MLP which parameterizes a single radiance field. Although such 1D global latent code
Figure 3: (a) Architecture of global generator $g$. We use a mapping network, modulated convolutional blocks, and a learned constant input as in StyleGAN2 [21]. (b) Architecture of the locally conditioned radiance field network $f$. Latent code $w_{ij}$, sampled from $W$, is used to modulate linear layers, similar to CIPS [2].

can be effective when representing individual object categories, such as cars or faces, it does not scale well to large, densely populated scenes. Simply increasing the capacity of a single radiance field network has diminishing returns with respect to render quality [37]. It is more effective to distribute a scene among several smaller networks, such that each can specialize on representing a local region [37]. Inspired by this insight we propose the addition of a global generator that learns to decompose large scenes into many smaller, more manageable pieces.

The global generator $g$ maps from the global latent code $z \in \mathbb{R}^d$, which represents an entire scene, to a 2D grid of local latent codes $W \in \mathbb{R}^{c \times s \times s}$, each of which represent a small portion of the larger scene (see Fig. 3a). Conceptually, the 2D grid of local latent codes can be interpreted as a latent floorplan representation of a scene, where each code is used to locally condition a radiance field network. We opt for a 2D representation produced with a convolutional generator for computational efficiency, but our framework can be easily extended to a 3D grid [26].

3.2. Locally Conditioned Radiance Field

To render an image $\hat{X} \in \mathbb{R}^{3 \times w \times h}$ given a grid of latent codes $W \in \mathbb{R}^{c \times s \times s}$, and a camera with pose $T = [R, t] \in SE(3)$ and intrinsics $K \in \mathbb{R}^{3 \times 3}$, we model scenes with a locally conditioned radiance field $f : \mathbb{R}^5 \times \mathbb{R}^c \rightarrow [0, 1] \times \mathbb{R}^3$. To predict radiance for a 3D point $p$ and 2D camera direction $d$, $f$ is locally conditioned on a vector $w_{ij} \in \mathbb{R}^c$ sampled at a discrete location $(i, j)$ from the grid of latent codes $W$ using bi-linear sampling [17]. The location $(i, j)$ is naturally given by the projection of $p$ on the $xz$-plane (assuming the $y$-axis points up).

Radiance fields are usually defined over $\mathbb{R}^3$ considering a global coordinate system [29, 41, 3] (i.e. a coordinate system that spans the whole scene/object). This has been successful since these works do not learn a decomposition of scenes into multiple radiance fields. To decompose the scene into a grid of independent radiance fields, we enable our model to perform spatial sharing of local latent codes; the same latent code $w_{ij}$ can be used to represent the same scene part irrespective of its position $(i, j)$ on the grid (see Fig. 6 for empirical results). In order to achieve this spatial sharing, it is not sufficient to learn a grid of local latent codes, it is also necessary to decompose the global coordinate system into multiple local coordinate systems (one for each local latent $w_{ij}$). The reason for this is to prevent $f$ from relying on the absolute coordinate value of input points to predict radiance. As a result, the input to $f$ is $p'$, which results from expressing $p$ relative to the local coordinate system of its corresponding local latent $w_{ij}$ and applying positional encoding [29].

Finally, the locally conditioned radiance field $f$ outputs two variables: the occupancy $\sigma \in [0, \infty]$ and the appearance $a \in \mathbb{R}^3$ (see Fig. 3b). To render $X$ given $f$ we leverage Eq. 1 for implicit volumetric rendering [29] and densely evaluate $f$ on points uniformly sampled along ray directions $r$, where each pixel in $X$ corresponds to a ray and the color $c \in \mathbb{R}^3$ of pixel/ray $r$ is obtained by approximating the integral in Eq. 1. For computational efficiency, we use Eq. 1 to render a feature map as in [32]. The rendered feature map is then upsampled with a small convolutional refinement network to achieve the desired output resolution, resulting in final rendered output $\hat{X}$.

$$c(r, W) = \int_{u_n}^{u_f} Tr(u)\sigma(r(u), w_{ij}) a(r(u), d, w_{ij}) du$$

$$Tr(u) = \exp \left( - \int_{u_n}^{u_f} \sigma(r(u), w_{ij}) du \right) \quad (1)$$

3.3. Sampling Camera Poses

Unlike standard 2D generative models which have no explicit concept of viewpoint, radiance fields require a camera pose for rendering an image. Therefore, camera poses $T = [R, t] \in SE(3)$ need to be sampled from pose distribution $p_T$ in addition to the latent code $z \sim p_z$, which is challenging for the case of realistic scenes and a freely moving camera. GRAF [41] and $\pi$-GAN [3] avoid this issue by training on datasets containing objects placed at the origin, where the camera is constrained to move on a viewing sphere around the object and oriented towards the origin.\footnote{Camera poses $T$ on a sphere oriented towards the origin are constrained to $SO(3)$ as opposed to free cameras in $SE(3)$.}
For GSN, sampling camera poses becomes more challenging due to i) the absence of such constraints (i.e. need to sample $T \in SE(3)$), ii) and the possibility of sampling invalid locations, such as inside walls or other solid objects that sporadically populate the scene.

To overcome the issue of sampling invalid locations we perform stochastic weighted sampling over an empirical pose distribution $p_T$ composed by a set of candidate poses, where each pose is weighted by the occupancy (i.e., the $\sigma$ value predicted by the model) at that location. When sampling the candidate poses, we query the generator at each candidate location to retrieve the corresponding occupancy. Then the occupancy values are normalized with a softmax to produce sampling weights for a multinomial distribution. This sampling strategy reduces the likelihood of sampling invalid camera locations while retaining stochasticity required for scene exploration and sample diversity.

3.4. Discriminator

Our model adopts the convolutional discriminator architecture from StyleGAN2 [21]. The discriminator takes as input an image, concatenated with corresponding depth map normalized between $[0, 1]$ and predicts whether the input comes from the true distribution or the generated distribution. We found it critical to add a small decoder $C$ to the discriminator and to enforce a reconstruction penalty on real images, similar to the self-supervised discriminator proposed by Lui et al. [25]. The additional regularization term restricts the discriminator from overfitting, while encouraging it to learn relevant features about the input that will provide a useful training signal for the generator.

3.5. Training

Let $\mathcal{X} = \{X\} : X \in \mathbb{R}^{4 \times w \times h}$ denote the set of i.i.d RGB-D samples obtained by recording camera trajectories on the true distribution of scenes $p_S$. Generator $G$, discriminator $D$, and decoder $C$ are parameterized by $\theta, \phi$, and $\omega$, respectively. We train our model by optimizing the non-saturating GAN loss [13] with R1 gradient penalty [27], as well as the discriminator reconstruction objective [25]:

$$
L(\theta, \phi, \omega) = \mathbb{E}_{z \sim p_S, t \sim p_T} [h(D_\phi(G_\theta(z, t)))] + \mathbb{E}_{X \sim p_S} [h(-D_\phi(X))] + \lambda_{R1} \| \nabla D_\phi(X) \|_2^2 + \lambda_{Recon} X - C_\omega(D_\phi(X))^2, \tag{2}
$$

where $h(u) = -\log(1 + \exp(-u))$.

4. Experiments

In this section we report both quantitative and qualitative experimental results on different settings. First, we compare the generative performance of GSN with recent state-of-the-art approaches. Second, we provide extensive ablation experiments that show the quantitative improvement obtained by the individual components of our model. Finally, we report results on view synthesis by inverting GSN and querying the model to predict views of a scene given a set of input observations.

4.1. Generation Performance

We evaluate the generative performance of our model on three datasets: i) the VizDoom environment [22], a synthetic computer-generated world, ii) the Replica dataset [44] containing 18 scans of realistic scenes that we render using the Habitat environment [40], and iii) the Active Vision Dataset (AVD) [1] consisting of 20k images with noisy depth measurements from 9 real world scenes. Images are resized to $64 \times 64$ resolution for all generation experiments. To generate data for the VizDoom and Replica experiments we render 100 sequences of 100 steps each, where an interactive agent explores a scene collecting RGB and depth observations as well as camera poses. Sequences for AVD are defined by an agent performing a random walk through the scenes according to rules defined in [35]. At training time we sample sub-sequences and express camera poses relative the middle frame of the sub-sequence. This normalization enforces an egocentric coordinate system whose origin is placed at the center of $W$ (see supplementary material for details).

We compare GSN to two recent approaches for generative modelling of radiance fields: GRAF [41] and \(\pi\)-GAN [3]. For fair comparison all models use the same base architecture and training pipeline, with two main differences between models. The first difference is that GSN uses locally conditioned radiance fields, while GRAF and \(\pi\)-GAN use global conditioning. The second difference is the type of layer used in the radiance field generator network: GRAF utilizes linear layers, \(\pi\)-GAN employs modulated sine layers, and GSN uses modulated linear layers. Quantitative performance is evaluated with the Fréchet Inception Distance (FID) [16] and SwAV-FID [30] metrics, which measure the distance between the distributions of real and generated images in pretrained image embedding spaces. We sample 5,000 real and 5,000 generated images when calculating either of these metrics.

Tab. 2 shows the results of our generative modelling comparison. Despite our best attempts to tune \(\pi\)-GAN’s hyperparameters, we find that it struggles to learn detailed depth in this setting, which significantly impedes render quality and leads to early collapse of the model. GSN achieves much better performance than GRAF or \(\pi\)-GAN across all datasets, obtaining an improvement of 10-14 absolute points on FID. We attribute GSN’s higher performance to the increased expressiveness afforded by the locally conditioned radiance field, and not the specific layer type used (compare GRAF in Tab. 2 to GSN + global latents in Tab. 3). As a measure of qualitative results we show
How useful are locally conditioned radiance fields?

We compare the effect of replacing our local latent codes \( W \in \mathbb{R}^{c \times s \times s} \) with a global latent code \( w \in \mathbb{R}^c \) that globally conditions the radiance field \( f_{\theta_j} \). Generative performance can be improved by decomposing the scene into many independent locally conditioned radiance fields (Tab. 3).

### 4.2. Ablation

To further analyze our contributions, we report extensive ablation experiments where we show how our design choices affect the generative performance of GSN. For ablation, we perform our analysis on the Replica dataset [44] at 64 \( \times \) 64 resolution and analyze the following factors: (i) the choice of latent code representation (global vs local); (ii) the effects of global and local coordinate systems on the learned representation; (iii) the effect of sampled trajectory length; (iv) the depth resolution needed in order to successfully learn a scene prior; (v) the regularization applied to the discriminator.

#### What are the benefits of a local coordinate system?

Enabling feature sharing in local coordinate systems to (e.g. a latent \( w_{i,j} \) can be used to represent the same scene part irrespective of its position \( (i, j) \) on the grid). To empirically validate this hypothesis we train GSN with both global and local coordinate systems. We then sample from the prior obtaining 5k latent grids \( W \) for each model. Next, we perform a simple rigid re-arrangement of latent codes in \( W \) by applying a 2D rotation at different angles and measuring FID by using the resulting grids to predict a radiance field. A local coordinate system is significantly more robust to re-arranging local latent codes than a global one (Fig. 6; see supplementary material for qualitative results).

#### How long do camera trajectories need to be?

The length of trajectories that collect the camera poses affects the representation of large scenes. Given that we normalize camera poses w.r.t. the middle step in a trajectory, if the
trajectories are too short the model will only explore small local neighbourhoods and will not be able to deal with long displacements in camera poses during test time. Models trained on short trajectories fail to generalize to long trajectories during evaluation (Fig. 7). However, models trained with long trajectories do not struggle when evaluated on short trajectories, as evidenced by the stability of the FID when evaluated on short trajectories.

**How much depth information is required during training?** The amount of depth information used during training affects GSN. To test the sensitivity of GSN to depth information, we down-sample both real and generated depth maps to the target resolution, then up-sample back to the original resolution before concatenating with the corresponding image and feeding them to the discriminator. Without depth information GSN fails to train (Tab. 4). However, we demonstrate that the depth resolution can be reduced to a single pixel without finding statistically significant reduction in the generated image quality. This is a significant result, as it enables GSN to be trained in settings with sparse depth information in future work. We speculate that in early stages of training the added depth information guides the model to learn some aspect of depth, after which it can learn without additional supervision.

**Does \( D_\phi \) need to be regularized?** Different forms of regularizing the discriminator affect the quality of generated samples. We discover that \( D_\phi \) greatly benefits from regularization (Tab. 5). In particular, data augmentation [50] and the discriminator reconstruction penalty [25] are both crucial; training to rapidly diverge without either of these components. The R1 gradient penalty [27] offers an additional improvement of training stability helping adversarial learning to converge.

### 4.3. View Synthesis

We now turn to the task of view synthesis, where we show how GSN performs in comparison with two approaches for scene-level view synthesis of free moving cam-
We report two different aspects of view synthesis: the capacity to fit the source views or Memorization (e.g., reconstruction), and the ability to predict the target views or Hallucination (e.g., scene completion) using L1 and SSIM metrics. GSN outperforms both GTM-SM [12] and ISS [35] for nearly all tasks (Tab. 6), even though it was not trained to explicitly learn a mapping from $S$ to $T$ (see supplementary material for qualitative results). We attribute this success to the powerful scene prior learned by GSN.

5. Conclusions

We have made great strides towards generative modeling of unconstrained, complex and realistic indoor scenes. We introduced GSN, a generative model that decomposes a scene into many local radiance fields, which can be rendered by a free moving camera. Our decomposition scheme scales efficiently to big scenes while preserving details and distribution coverage. We show that GSN can be trained on multiple scenes to learn a rich scene prior, while rendered trajectories on scenes sampled from the prior are smooth and consistent, maintaining scene coherence. The prior distribution learned by GSN can also be used to infer observations from arbitrary cameras given a sparse set of observations. A multitude of avenues for future work are now enabled by GSN, from improving the rendering performance and training on large-scale datasets to exploring the wide range of downstream tasks that benefit from a learned scene prior like model-based reinforcement learning [23], SLAM [6] or 3D completion for immersive photography [34].

2There is no code or data release for [35]. In private communication with the authors of [35] we discussed the data splits and settings used for generating trajectories and follow them as closely as possible. We thank them for their help.

3We note that while these metrics are good proxy for reconstruction quality, they do not tell a complete picture in the hallucination setting due to the stochastic nature of the view synthesis problem.

### Table 4: Generative performance of GSN models trained with different depth resolutions. Remarkably, we show that we can down-sample depth resolution to a single pixel without degrading the quality of the generative model.

<table>
<thead>
<tr>
<th>Depth Resolution</th>
<th>FID ↓</th>
<th>SwAV-FID ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>No depth</td>
<td>311.35 ± 24.45</td>
<td>28.75 ± 1.68</td>
</tr>
<tr>
<td>1</td>
<td>41.57 ± 2.05</td>
<td>4.18 ± 0.03</td>
</tr>
<tr>
<td>2</td>
<td>40.64 ± 0.28</td>
<td>4.07 ± 0.09</td>
</tr>
<tr>
<td>4</td>
<td>44.18 ± 2.87</td>
<td>4.44 ± 0.21</td>
</tr>
<tr>
<td>8</td>
<td>42.51 ± 1.18</td>
<td>4.28 ± 0.13</td>
</tr>
<tr>
<td>16</td>
<td>42.75 ± 2.34</td>
<td>4.22 ± 0.17</td>
</tr>
<tr>
<td>32 (original)</td>
<td>41.75 ± 1.33</td>
<td>4.14 ± 0.02</td>
</tr>
</tbody>
</table>

### Table 5: Regularizing $D_\phi$ shows great benefits for GSN, especially when using a reconstruction penalty and data augmentation.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID ↓</th>
<th>SwAV-FID ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSN (full model)</td>
<td>41.75 ± 1.33</td>
<td>4.14 ± 0.02</td>
</tr>
<tr>
<td>– R1 gradient penalty</td>
<td>52.9 ± 19.9</td>
<td>4.56 ± 1.50</td>
</tr>
<tr>
<td>– Reconstruction penalty</td>
<td>274.3 ± 41.4</td>
<td>23.58 ± 4.11</td>
</tr>
<tr>
<td>– Data augmentation</td>
<td>412.25 ± 14.34</td>
<td>35.71 ± 9.51</td>
</tr>
</tbody>
</table>

### Table 6: Results of view synthesis on Vizdoom [22] (a) and AVD [1] (b). GSN improves view synthesis quality as a result of modeling a powerful prior over scenes.

<table>
<thead>
<tr>
<th>Model</th>
<th>Memorization</th>
<th>Hallucination</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L1 ↓</td>
<td>SSIM ↑</td>
</tr>
<tr>
<td>GTM-SM [12]</td>
<td>0.09</td>
<td>0.52</td>
</tr>
<tr>
<td>ISS [35]</td>
<td>0.09</td>
<td>0.56</td>
</tr>
<tr>
<td>GSN</td>
<td><strong>0.19</strong></td>
<td><strong>0.54</strong></td>
</tr>
</tbody>
</table>

(a) View synthesis results on Vizdoom [22]

(b) View synthesis results on AVD [1]
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