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Abstract

Do GANs replicate training images? Previous studies
have shown that GANs do not seem to replicate training
data without significant change in the training procedure.
This leads to a series of research on the exact condition
needed for GANs to overfit to the training data. Although
a number of factors has been theoretically or empirically
identified, the effect of dataset size and complexity on GANs
replication is still unknown. With empirical evidence from
BigGAN and StyleGAN2, on datasets CelebA, Flower and
LSUN-bedroom, we show that dataset size and its complex-
ity play an important role in GANs replication and percep-
tual quality of the generated images. We further quantify
this relationship, discovering that replication percentage
decays exponentially with respect to dataset size and com-
plexity, with a shared decaying factor across GAN-dataset
combinations. Meanwhile, the perceptual image quality fol-
lows a U-shape trend w.r.t dataset size. This finding leads to
a practical tool for one-shot estimation on minimal dataset
size to prevent GAN replication which can be used to guide
datasets construction and selection.

1. Introduction
Generative Adversarial Networks (GANs) has attracted

consistent attention since its first proposal in [9]. Since then,
the photorealism of the synthetic images has seen dramatic
improvement with methods like BigGAN [2], StyleGAN
[12, 13], etc. This low cost generation of photo-realistic
samples brings new possibility to applications like content
creation and dataset augmentation, all of which are based
on the assumption that the generator does not merely repli-
cate training data. The GAN replication (or memorization,
overfitting [4, 3]) problem, besides its obvious theoretical
value, is also practically important.

A number of recent studies have explored the option of
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Figure 1: An example of GAN replications in Flower
dataset. The complexity is measured by Intrinsic Dimen-
sionality. We study the condition of GAN replication with a
particular focus on the effect dataset size/complexity. For a
given image synthesis task, when the dataset size decreases,
the replication become more prominent.

using GANs to augment training datasets to improve the
performance of downstream machine learning algorithms
[5, 25, 24, 6], especially for medical applications where
patients data is scarce. When these data augmentation
GANs overfit to the training data, the augmented samples
will provide little or no additional value to the downstream
algorithms, defying the purpose of augmenting the data.
Replicating training samples is also problematic for con-
tent creation due to potential copyright infringement [7].
This is more problematic when the GAN based face swap-
ping technique is used for preserving patient privacy (de-
identification) as used in [30]. If a replication happens dur-
ing the swapping process, the technique is then protecting
one’s privacy by costing another’s portrait right and poten-
tially spreading mis-information about the individual. With-
out deep understanding on the mechanism and conditions
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of GANs replication, one might even found the issue more
complicated as the replication itself might not be an inten-
tional action from the user or the creator of the GAN. Thus,
it is highly important to further our understanding on the
replication behavior of GANs.

Fortunately, researchers have already started to look
into the underlying mechanism and contributing factors of
potential GANs replication/memorization [26, 19, 17, 1],
which we discuss in Section 2. These works, although pro-
viding important insight on the effect of factors like latent
code, discriminator complexity, have not yet explored the
role of dataset size and complexity in GANs replication.

In this paper, we attempt to fill this gap by empiri-
cally study the relationship between GANs replication and
dataset size/complexity. We show that it is possible for
GANs to replicate with unmodified training procedure,
challenging the common view that GANs tend not to mem-
orize training data under a normal training setup [26]. This
finding not only sheds new light on the potential mechanism
of GAN replication, but also provides practical guidance on
estimating minimal dataset size when new a dataset is being
constructed for image synthesis purpose.

2. Related Works
Our study is not the first to study GAN replication.

Studies proposing novel GAN architectures (e.g. DCGAN
[19], PGAN [11]) usually show that their results are not
generated by merely memorizing training samples. Re-
peated non-memorizing results from novel GANs architec-
tures seem to indicate that with a normal training procedure,
GANs memorization is not likely [26]. More specifically,
[19] validate this information by traversing the latent space
and checking for visualization and sharp changes. [26] stud-
ies GANs memorization specifically with latent code recov-
ery and conclude that memorization is not detectable for
GANs trained without cycle-consistency loss. [17] provides
theoretical context for GANs memorization which further
shows that the size of the support of the latent space might
lead to unseen latent codes replicating training data. [1]
studies the relationship between GAN memorization and
discriminator size, concluding that the distributions learnt
by GANs have significantly less support than real distribu-
tions. [28] then shows that with fixed latent codes during
the training process the authors can achieve GAN memo-
rization.

On the application front, [23] studied identity leakage in
the face generation application with GANs. Although the
topic is different from ours, the study nevertheless shows
significant ethical implication on this issue. Studies like
[26, 19, 17, 1] aim to address the class imbalance problem
by using GANs, due to the random up/down sampling can
lead to data replication. However, this assumption of non-
replicating behavior of GANs is challenged by our study,

leading to more cautious practices when augmenting a small
dataset to address the imbalance problem.

In the previous studies investigating GAN memorization,
regardless of active latent code seeking methods, or fixed
latent codes, the methods deviate from training procedures
originally proposed by each GAN, affecting the external va-
lidity of the conclusions. In this study, we achieve GAN
replication without modifying training procedures. On the
other hand, the previous studies on GAN replication have
not yet explore the role of dataset size/compleity. In this
study, we reveal a relationship between dataset size, GAN
replication and generated image photorealism, providing a
more specific guidance on deciding dataset size for image
synthesis tasks.

3. Problem Definition
The specific problem concerning this study is the rela-

tionship between dataset size/complexity and GAN repli-
cation. To formulate the problem mathematically, let us
denote a set of training images as X with each element
X ∈ Rm. pdata is an empirical data distribution defined
on X (which is usually a uniform discrete distribution over
all training images). A generator G : Rk → Rm maps
k-dimensional latent code random variables z ∼ platent to
synthetic images G(z). Then, the probability that the gen-
erator G replicates at level α with respect to metric d(·, ·),
denoted as Pα(G, d, pdata), is,

Pα(G, d,X ) = Pr

([
min
X∈X

d(G(z),X)

]
≤ α

)
. (1)

Ideally, we want to know the exact function
Pα(G, d,X ). But this is impractical as the function
defined on a joint domain of all GANs, metrics and datasets
is too complex. As described in Section 1, we wish to study
when does a GAN replicate in terms of dataset size and
complexity. Thus, in this study, we limit G and d(·, ·) while
empirically study the effect of dataset on Pα(G, d,X ).
Let µ be a set function characterizing the training dataset
X , given a generator G and a distance metric d(·, ·), the
specific function we are to study is,

f : µ(X ) 7→ Pα(G, d,X ), (2)

with a particular focus on µ being a counting measure and
complexity measurement.

4. Hypothesis
Although previous studies reported that GAN replica-

tion is not observed during the normal training procedures
in common datasets, the replication itself should be the-
oretically possible. Intuitively, when the complexity of a

6702



model exceeds data complexity, the model could overfit to
the training dataset.

Let us consider an extreme case of a single image train-
ing set. Since there is only one image, as long as the the
model is complex enough to capture the within-image com-
plexity, it can fit to the training sample. Since there is
only one training image, all the latent codes sampled dur-
ing the training process are set to map to the same image,
achieving the replication defined in Equation (1). When the
training dataset becomes larger (populated with non-trivial
training samples), the empirical distribution of the dataset
grows more complex, making overfitting to the dataset more
difficult. However, at this stage, the dataset is not small
enough for overfitting, but also has not enough samples to
reconstruct the underlying image manifold. One can make
analogy to the double maximum frequency threshold for
lossless reconstruction of a continuous signal in Nyquist-
Shannon Theorem [21]. Once the number of training sam-
ples is greater than this effective threshold, it becomes pos-
sible to reconstruct the image manifold, given a correct
model choice, improving the image quality and reducing
replication.

Based on the above analysis, we hypothesize that
with dataset size increases, the replication probability
Pα(G, d,X ) decreases. The quality of generated images
depicts a U-shape trend with respect to dataset size. The
quality is first high when the GAN producing faithful repli-
cation of training data. Then both replication and image
quality decreases as dataset size increases. Further increas-
ing the dataset size will increase the image quality (photo-
realism) while the GAN replication remains low.

5. Definition of Replication
The choice of image distance metric d(·, ·) is impor-

tant for studying GAN replication as it directly defines the
meaning of replication. In this study, we use the Euclidean
distance in image space as our metric.

This choice might seem counter-intuitive since numer-
ous previous studies [19, 22] explicitly state to avoid using
simple Euclidean distance in nearest neighbour (NN) since
it can be easily fooled by simple unperceivable color shift,
small translation of the image and even dead pixels. Instead,
studies have suggested using semantic spaces (like from In-
ceptionV3 deep feature pretrained on ImageNet) for more
effective evaluation and memorization check [27, 20, 16].

However, the aforementioned weaknesses of using the
Euclidean distance in pixel space is actually a strength in
our study. In previous studies, the aim is to show that the
proposed GAN does not memorize. If the Euclidean metric
is used, then as long as the GAN does not produce exact
copies of training samples, one can claim the GAN does
not merely memorize, which might be too liberal in most
applications. However, in our study, the purpose is to show

that GANs do memorize. Thus using Euclidean distance
means replications have to be exact copies (up to a noise
level α), which will also be treated as memorization in all
the other semantic based metrics.

6. Dataset Size and Complexity
We use two set functions µ1, µ2 to characterize training

set in our study. The first set function µ1 is to measure
dataset complexity. We use intrinsic dimensionality (ID) for
this purpose which can be understood as an estimate of the
degree-of-freedom of data manifold in the high dimensional
pixel space. We use a maximum likelihood estimator of
intrinsic dimensionality [14], which can be defined as,

µ1(X ) =
1

|X |(k1 − k2 + 1)

k2∑
k=k1

∑
X∈X

m̂k(X) (3)

m̂k(X) =

 1

k − 1

k−1∑
j=1

log
Tk(X)

Tj(X)

−1

(4)

where Tk(X) denotes the Euclidean distance from X to its
k-th NN in X . k1 and k2 denote the minimum and maxi-
mum k used in k-NN, which affects the locality during ID
estimation.

The reason that we define ID in pixel space rather than in
any semantic embedding space learnt by a neural network
(as in [8]) is to match our choice of d(·, ·).

The second set function is the counting measure for
dataset size,

µ2(X ) = |X |. (5)

7. Selection of GAN Architectures
Since we are only interested in studying the relation-

ship between GAN replication and dataset size/complexity,
any well-established GAN architecture is reasonable for our
purpose. We choose to use StyleGAN2 [13] and BigGAN
[2] for their state-of-the-art performance.

We follow the original training procedure of BigGAN
and StyleGAN2. For BigGAN implementation, we use Big-
GANdeep architecture with adversarial hinge loss, which
corresponds to the implementation with highest perfor-
mance in [2].

For StyleGAN2, we use config-f in the original paper,
which also provides the highest reported performance. The
StyleGAN2 config-f uses large networks with regularized
adversarial logistic non-saturation loss.

8. Dataset Setup
To estimate the f shown in Equation (2), we need to vary

the training sets X . To study the effect of dataset size, we
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Figure 2: Qualitative results of replication experiments for BigGAN-CelebA, BigGAN-Flower and StyleGAN2-LSUN (bed-
room) combination. All images are randomly generated without cherry-picking. Results for all the other experiments are
provided in Supplemental Material. For a given GAN and a dataset, at each subset level, a GAN is trained and examined for
its replication. This results show that when the dataset size is small, GANs can generate almost exact replication of training
data. The replication is gradually alleviated when the dataset size increases.

Datasets Subset size
CelebA 200*, 600*, 1,000, 4,000, 8,000
LSUN-bedroom 200, 1,000, 50,00, 10,000, 30,000†

Flower 1,000, 2,000*, 4,000, 6,000*, 8,189

Table 1: Subset levels used in our experiments for different
datasets. *Subset level only used in BigGAN experiments.
†Subset level only used in StyleGAN2 experiments.

starts with a small subset of the training data and gradu-
ally increase the dataset size to observe the change in GANs
replication Pα(G, d,X ). To study the effect of the dataset
complexity, we uses multiple datasets for different objects
type, combining with various sizes for each set, we build a
set of training datasets with different complexities and study
their relationship with GAN replication.

The specific dataset used in our study are CelebA [15],
LSUN-bedroom [29], Oxford Flower 17 [18]. This collec-
tion of training dataset provides a wide range of variety on
the dataset complexity, from simple images like faces to
complex scenes like bedrooms.

From each dataset, we create multiple levels of subsets
with different number of samples randomly selected. The
specific number of samples depends on the GAN replication
trend on the dataset. The sizes of subset levels used in our
study are shown in Table 1.

9. Experimental Setup
To examine the relationship between the dataset

size/complexity and GAN replication, we trained BigGAN
and StyleGAN2 on each of the subset levels defined in Sec-
tion 8.

The images from Flower, CelebA and LSUN-bedroom

datasets are first center-cropped and scaled to 128×128 res-
olution. The RGB channles of training images are z-score
normalized.

To examine the GAN replication, 1,024 samples are first
generated for each trained generator. Given a generated
sample, we find its NN in the corresponding training set
with Euclidean distance in the original pixel space. Then the
percentage of generated samples whose NN distance < α is
used as the estimate of Pα(G, d,X ). We report results for
α = 8,000 in the main paper, which is the loosest threshold
we found consistent with human perception of replication.
Additionally, results for α = 9,000, 10,000 are provided
in Supplemental Material to show the effect of different α
values on Pα(G, d,X ).

For each subset, we calculate the maximum likelihood
estimate of its ID [14]1 with k1 = 10 and k2 = 20. Be-
fore calculating ID, we down-scale the image to 32×32 as
it shorten the runtime with no significant difference com-
paring to the 128×128 version. The empirical evidence
supporting this down-scale operation is also provided in the
Supplemental Material.

Both ID and GAN replication calculation require the use
of a NN algorithm. We use Faiss [10]2 for its highly effi-
cient implementation of exact NN.

9.1. Measuring perceptual quality

To measure the perceive quality of the generated im-
ages, we run a behavioral experiment with human subjects
on Amazon Mechanical Turk. One may wonder the neces-
sity of running a behavioral experiment while the evaluation
metric such as Fréchet Inception Distance (FID) is avail-

1we use a python implementation https://gist.github.com/
mehdidc/8a0bb21a31c43b0cbbdd31d75929b5e4/.

2https://github.com/facebookresearch/faiss
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Figure 3: Scatter plots and curve fitting for dataset ID vs GAN replication percentage at each subset level for BigGAN and
StyleGAN2 trained on CelebA, Flower and LSUN-bedroom. Regardless of GAN architecture or dataset, the results show a
common exponential decay trend. Among the three model parameters to be estimated, the exponential decay factor a and
predictor translation c are both shared across GAN architecture and datasets.

able and well accepted. The reason for not using FID is that
it does not necessarily reflects the perceived image quality
from human subjects. The supporting evidence for this de-
cision can also be found in the Supplemental Material.

We first randomly sampled 100 images per subset level
per GAN per dataset. Each image is rated by 9 subjects
for its image quality. A 5-point (Excellent-Good-Fair-Poor-
Terrible) Likert scale is used. The rating criteria is described
in the Supplemental Material.

10. Result and Analysis

Our hypothesis described in Section 4, is that when
dataset size increases, the dataset complexity increases
(before it converges to the underlying complexity of the
ground-truth distribution), and the replication percentage
decreases. Additionally, we hypothesize that the quality
of generated samples first decreases then increases with in-
creasing number of training samples.

10.1. Dataset complexity vs. GAN replication

Figure 3 shows the relationship between dataset com-
plexity and GAN replication percentages for StyleGAN2
and BigGAN trained on CelebA, LSUN-bedroom and
Flower datasets. Each point in the figure represents an ex-

GAN Datasets R2
f1

R2
g R2

f2

BigGAN Flower 0.9739 0.9995 0.9709
StyleGAN2 Flower 0.9994 0.9995 0.9996
BigGAN CelebA 0.9388 0.9999 0.8949
StyleGAN2 CelebA 0.9965 0.9999 0.9956
BigGAN LSUN 0.8612 1.0000 0.8577
StyleGAN2 LSUN 0.9930 1.0000 0.9922

Table 2: Goodness-of-fit measurement R2 for the ID-
replication function f1, intermediate ID-size function g and
size-replication function f2 when fitted to our data at all
subset levels. The high R2 shows that all the three for-
mulation of f1, g and f2 are highly effective on modeling
the relationship between dataset size/complexity and GAN
replication.

periment on a subset level of the corresponding dataset.

Although the initial replication percentages are different
across datasets, the relationship between dataset complexity
and GAN replication percentages follows a common trend
of exponential decay across all datasets and GAN architec-
tures.

To quantitatively characterize this trend, we fit an expo-
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Figure 4: Scatter plots and curve fitting for dataset size vs GAN replication percentage at each subset level. Regardless
of GAN architectures or datasets, the results also show a common exponential decay trend similar to the previous ID v.s.
replication relationship.

nential function,

Pα(G, d,X ) = f1(µ1(X )) = abµ1(X )−c (6)

to each of the dataset experiments (with all the subset lev-
els). Parameters a,b and c serves as decay base factor, scal-
ing and translation on the predictor µ1(X ), respectively.
Note that although one may fit the data equally well with
f(x) = ax−c with less parameters to estimate, the 3 vari-
able formulation we used here delineates the effect of a and
b, which will be an important factor to enable one-shot pre-
diction on GAN replication as shown in Section 11.

Figure 3 also shows that the estimated parameters â, b̂
and ĉ of Equation (6) fitted to each of GAN-dataset com-
binations. Despite with different datasets and GAN archi-
tectures, the complexity-replication curves share similar ex-
ponential decay factor a and predictor translation c (which
can also be understood as response scaling). The former
falls in to the range of 0.96 to 0.98 and latter at almost ex-
actly 100.0. With only one parameter b to be determined,
we can then predict the full curve when there is only one
subset level available for the dataset, which will be shown
in Section 11.

We also provide measurement of goodness-of-fit (R2
f1

)
of our f1 formulation when fitted to all the subset levels in
Table 2, which are greater 0.9 in almost all the experiments,
supporting the effectiveness of our f1 formulation.

10.2. Dataset size vs. GAN replication

Figure 4 shows the relationship between dataset size and
GAN replication percentages for StyleGAN2 and BigGAN
trained on CelebA, LSUN and Flower datasets. Each point
in the figure represents an experiment on a subset level of
the corresponding dataset.

Since we already have f1 defined in Section 10.1 that
maps the dataset complexity measurement µ1(X ) to repli-
cation percentage Pα(G, d,X ), only a change of variable is
needed to define the function f2 which maps from dataset
size µ2(X ) to GAN replication percentages. We define an
intermediate function g : µ1(X ) 7→ µ2(X ) modeling the
relationship between the dataset size and complexity. For g,
we formulate it a natural exponential function,

µ2(X ) = g(µ1(X )) = αeβµ1(X ). (7)

As shown in Table 2 R2
g column, when fitted to the full

subset levels of all three datasets, the model yields R2 close
to 1 in all experiments, showing its effectiveness.

Combining Equation 6 and inverse of g from Equation 7,
we have f2 as,

f2(µ2(X )) = f1(g
−1(µ2(X )))

= a(b/β) ln (µ2(X )/α)−c
(8)
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Figure 5: Results of the AMT behavioral experiment testing the relationship between dataset size and perceptual image
quality. Average perceptual quality of the image with 95% confidence interval is provided. Green dashed line indicates the
average perceptual quality for real images in the dataset. The image quality is high when the dataset size is small and GANs
producing exact replication of the training data, except for the StyleGAN2-CelebA and StyleGAN2-Flower experiments.

for each of the dataset experiments (with all the subset lev-
els). The solid red curve in Figure 4 shows the the model
when fitted to all the subset levels per GAN-dataset experi-
ment, with the goodness-of-fit provided in Table 2 R2

f2
col-

umn. Similar to previous results, our formulation is highly
accurate with R2 > 0.85 for all the experiments.

10.3. Dataset size vs. Perceptual Quality

Figure 5 shows the relationship between dataset size and
the perceptual quality of the images generated by the GAN
trained on the dataset.

Among all combination, the BigGAN-Flower, BigGAN-
LSUN and StyleGAN2-LSUN clearly shows the full trend
described in our hypothesis which is the perceived image
quality is first high when the replication happens, then de-
crease when the dataset size increases but not large enough,
finally increase again when the dataset size becomes larger
further.

On the other hand, BigGAN-CelebA, StyleGAN2-
CelebA, StyleGAN2-Flower shows partial trend in our hy-
pothesis, with BigGAN-CelebA shows the first half of the
trend and StyleGAN2-CelebA, StyleGAN2-Flower show-
ing the second half. This might because even larger subset

GAN Datasets R2
f1

full 1-shot 2-shot
BigGAN Flower 0.9739 0.8228 0.8230
StyleGAN2 Flower 0.9994 1.0000 1.0000
BigGAN CelebA 0.9388 0.8301 0.8174
StyleGAN2 CelebA 0.9965 0.9958 0.9957
BigGAN LSUN 0.8612 0.8830 0.8798
StyleGAN2 LSUN 0.9930 0.9925 0.9925

Table 3: Prediction results for complexity-replication func-
tion f1 in one-shot (R2

f1
1-shot) and two-shot (R2

f1
2-shot)

setups. The result for using full subset levels (R2
f1

full) is
provided for reference.

level is needed for the former and smaller subset level is
needed for the latter.

11. One-shot Prediction on GAN Replication
As described in Section 1, a practical purpose of this

study is to provide guidance on the dataest size when a new
dataset for image synthesis is under construction. This can
be achieved by predicting the replication percentage with
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GAN Datasets MAEf1 (%) MAEf2 (%) MAEf−1
2

(# of samples)
full 1-shot full 1-shot full 1-shot

BigGAN Flower 2.8855 1.8424 6.2709 4.4886 6.0206e2 2.1008e3
StyleGAN2 Flower 0.2144 0.9725 0.6265 1.0143 2.2244e2 1.0546e3
BigGAN CelebA 5.1180 12.0495 7.4701 12.1064 2.1400e3 2.1982e4
StyleGAN2 CelebA 1.8955 1.2442 2.0183 2.1006 4.5370e2 7.4419e2
BigGAN LSUN 6.0261 7.3125 6.0358 7.6807 2.4715e6 1.4775e7
StyleGAN2 LSUN 2.4826 3.0008 4.2719 4.6232 3.0231e3 8.6447e2

median 2.6840 2.4215 5.1538 4.5558 1.3710e3 1.5777e3

Table 4: Median Absolute Errors (MAE) of predicting GAN replication from dataset ID (MAEf1 ), dataset size (MAEf2 ) and
predicting dataset size from replication (MAEf−1

2
).

dataset size/complexity or vice-versa. Ideally, we wish to
predict the curve as early as possible (i.e. smallest sub-
set level possible) since the dataset is typically collected by
adding more images over time.

11.1. From dataset ID to replication

Section 10.1 shows that the exponential decay factor a
and predictor translation c are shared across experiments,
leaving only one parameter b to be estimated. Thus it is
possible to estimate f1 for an unseen dataset with as low as
one subset level, by using the shared a and c.

To test the ability to predict replication curve for unseen
dataset and GAN architectures, we perform an leave-one-
out cross-validation (LOOCV). For each GAN-dataset com-
bination shown in Figure 3, we hold out one combination
for testing, using the rest to estimate the shared parameter
a and c by averaging â and ĉ across combination. Then,
for the held-out combination, we estimate b using only one
smallest subset level (one-shot) or first two smallest levels
(two-shot). This procedure simulates the practical applica-
tion when the current dataset under collection is still at its
early stage with very small number of samples.

Table 3 shows the goodness-of-fit measurement of pre-
dicted GAN replication curve with one-shot and two-shot
setup denoted as R2

f1
(1-shot) and R2

f1
(2-shot) respectively.

For comparison, we also include R2
f1

(full) for the model fit-
ted with full subsets levels. The table shows that even pre-
dicted from only one subset level, the model fits data very
well with all R2 > 0.8. Comparing to using full subsets, the
one-shot prediction only suffers minor performance drop
for BigGAN on Flower and CelebA datasets. The two-shot
prediction does not improve over one-shot.

Table 4 MAEf1 shows a more interpretable performance,
Mean Absolute Error (MAE) when predicting replication
percentage from dataset ID. The results indicate that over-
all the median error on replication percentage for a given
query dataset ID is around 2.42% with only one subset
level needed, which does not deviate significantly from the
2.42% median error using full subsets, showing the effec-

tiveness of our one-shot prediction method.

11.2. From dataset size to replication

We perform the same LOOCV one-shot test on predict-
ing replication percentage from dataset size using Equation
(8). Table 4 MAEf2 shows the results of this experiment.
With the median error around 4.56%, the results show that
dataset size is less accurate on predicting replication per-
centage in our method, which is not surprising due to accu-
mulation of error during the change of variable.

11.3. From replication to dataset size

Since Equation (8) is invertible, we can also predict
dataset size for a given replication percentage.

f−1
2 (x) = αe(β/b)[loga(x)+c] (9)

Table 4 MAEf−1
2

shows the results of this experiment.
The mean error is around 1.3K for full subset levels and
1.5K for one-shot prediction, which is relatively small
considering the size of modern datasets often range from
hundreds of thousands to millions. In this experiment,
BigGAN-CelebA and BigGAN-LSUN performs poorly due
to large subset level when replication percentage values are
close to zero.

12. Discussion and Conclusion
In this study, we show that for a given GAN model and

synthesis task, GAN replication percentage decays expo-
nentially w.r.t. dataset size and complexity while the image
quality depicts an U-shape trend. We also designed a prac-
tical tool to predict the number of training sample necessary
in one-shot for a given replication percentage or vice-versa,
providing guidance on the choice of dataset size for anyone
constructing a novel dataset for image synthesis purpose.
This discovery of dataset size and replication relationship
also deepen our understanding on the underlying mecha-
nism for GAN replication and overfitting.

6708



References
[1] Sanjeev Arora and Yi Zhang. Do gans actually learn

the distribution? an empirical study. arXiv preprint
arXiv:1706.08224, 2017.

[2] Andrew Brock, Jeff Donahue, and Karen Simonyan. Large
scale gan training for high fidelity natural image synthesis.
arXiv preprint arXiv:1809.11096, 2018.

[3] Ciprian A Corneanu, Sergio Escalera, and Aleix M Martinez.
Computing the testing error without a testing set. In Proceed-
ings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 2677–2685, 2020.

[4] Ciprian A Corneanu, Meysam Madadi, Sergio Escalera, and
Aleix M Martinez. What does it mean to learn in deep net-
works? and, how does one detect adversarial attacks? In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 4757–4766, 2019.

[5] Georgios Douzas and Fernando Bacao. Effective data gen-
eration for imbalanced learning using conditional genera-
tive adversarial networks. Expert Systems with applications,
91:464–471, 2018.

[6] Maayan Frid-Adar, Idit Diamant, Eyal Klang, Michal Ami-
tai, Jacob Goldberger, and Hayit Greenspan. Gan-based syn-
thetic medical image augmentation for increased cnn per-
formance in liver lesion classification. Neurocomputing,
321:321–331, 2018.

[7] Jessica L Gillotte. Copyright infringement in ai-generated
artworks. UC Davis L. Rev., 53:2655, 2019.

[8] Sixue Gong, Vishnu Naresh Boddeti, and Anil K Jain. On
the intrinsic dimensionality of image representations. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 3987–3996, 2019.

[9] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing
Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and
Yoshua Bengio. Generative adversarial nets. In Advances
in neural information processing systems, pages 2672–2680,
2014.

[10] Jeff Johnson, Matthijs Douze, and Hervé Jégou. Billion-
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Pang, Neven Duić, Miadreza Shafie-Khah, and João PS
Catalão. Generative adversarial networks and convolutional
neural networks based weather classification model for day
ahead short-term photovoltaic power forecasting. Energy
conversion and management, 181:443–462, 2019.

[26] Ryan Webster, Julien Rabin, Loic Simon, and Frédéric Ju-
rie. Detecting overfitting of deep generative networks via la-
tent recovery. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 11273–
11282, 2019.

[27] Qiantong Xu, Gao Huang, Yang Yuan, Chuan Guo, Yu Sun,
Felix Wu, and Kilian Weinberger. An empirical study on
evaluation metrics of generative adversarial networks. arXiv
preprint arXiv:1806.07755, 2018.

[28] Yasin Yazici, Chuan-Sheng Foo, Stefan Winkler, Kim-Hui
Yap, and Vijay Chandrasekhar. Empirical analysis of over-
fitting and mode drop in gan training. In 2020 IEEE Interna-
tional Conference on Image Processing (ICIP), pages 1651–
1655. IEEE, 2020.

[29] Fisher Yu, Ari Seff, Yinda Zhang, Shuran Song, Thomas
Funkhouser, and Jianxiong Xiao. Lsun: Construction of a
large-scale image dataset using deep learning with humans
in the loop. arXiv preprint arXiv:1506.03365, 2015.

6709



[30] Bingquan Zhu, Hao Fang, Yanan Sui, and Luming Li. Deep-
fakes for medical video de-identification: Privacy protection
and diagnostic information preservation. In Proceedings of
the AAAI/ACM Conference on AI, Ethics, and Society, pages
414–420, 2020.

6710


