Fourier Space Losses for Efficient Perceptual Image Super-Resolution

Dario Fuoli
Luc Van Gool
Radu Timofte

1Computer Vision Lab, ETH Zürich, Switzerland
2KU Leuven, Belgium
{dario.fuoli, vangool, radu.timofte}@vision.ee.ethz.ch

Abstract

Many super-resolution (SR) models are optimized for high performance only and therefore lack efficiency due to large model complexity. As large models are often not practical in real-world applications, we investigate and propose novel loss functions, to enable SR with high perceptual quality from much more efficient models. The representative power for a given low-complexity generator network can only be fully leveraged by strong guidance towards the optimal set of parameters. We show that it is possible to improve the performance of a recently introduced efficient generator architecture solely with the application of our proposed loss functions. In particular, we use a Fourier space supervision loss for improved restoration of missing high-frequency (HF) content from the ground truth image and design a discriminator architecture working directly in the Fourier domain to better match the target HF distribution. We show that our losses’ direct emphasis on the frequencies in Fourier-space significantly boosts the perceptual image quality, while at the same time retaining high restoration quality in comparison to previously proposed loss functions. The performance is further improved by utilizing a combination of spatial and frequency domain losses, as both representations provide complementary information during training. On top of that, the trained generator achieves comparable results with and is 2.4× and 48× faster than state-of-the-art perceptual SR methods RankSRGAN and SRFlow respectively.

Figure 1. Runtime [ms] vs. perceptual quality (LPIPS) [36] comparison with state-of-the-art methods on DIV2K validation set. The disk area is proportional to the number of parameters. We achieve the fastest runtimes with comparable perceptual quality to much larger networks.

1. Introduction

Super-resolution (SR) deals with the problem of reconstructing the high-frequency (HF) information from a low-resolution (LR) image \( x \in \mathbb{R}^{H \times W \times C} \), which are inherently lost after downsampling the high-resolution (HR) image \( y \in \mathbb{R}^{rH \times rW \times C} \) due to the lower Nyquist frequency in the LR space (\( r \) denotes the scaling factor). Recent single image SR (SISR) methods [4, 17, 22, 19, 10, 14] have shown remarkable success at reconstructing the missing HF details, with emphasis on accurate restoration of the frequency content in the ground truth frames. This is typically performed with supervised training, where the ground truth images \( y \) are downsampled with a known kernel, e.g. bicubic, to obtain the LR input images \( x \).

While it may be desirable in some applications to restore the frequencies as close to the target as possible with minimal assumptions, the ill-posed problem limits the SR networks to generate higher frequency components, as the training promotes conservative estimates imposed by the pixel-wise supervision losses. This usually results in blurry images, which appear to be of lower quality than their respective HR counterparts.

This issue has been addressed in the literature [20, 32] by employing different losses, that are designed to promote the higher frequencies for perceptually more pleasing images. These supervised objectives are often used in combination with generative adversarial networks [8] (GAN) for additional distribution learning of the HF space. Conditional GAN-based learning enables the generation of plau-
sible high frequencies without the need for strict ground truth accuracy. A lot of research has been devoted to design such perceptual losses and to find suitable combinations for pleasing results.

Recently, more and more deep learning based algorithms are implemented on smartphones, which requires low-complexity networks for fast inference and inexpensive deployment. Therefore, the design focus is slowly shifting from high-quality, high-performance methods with high-complexity networks to more efficient enhancers, which upscale faster and require less resources. In contrast to empowering a deep neural network’s performance by simply increasing its complexity, which is generally straight-forward, finding an efficient network with high-performance is a much harder challenge. Searching for effective low-complexity networks with high performance, that are on par with state-of-the-art methods, is the ultimate challenge in network design.

Three main ingredients are necessary in order to maximize performance and efficiency of deep neural networks. First, the best architecture design for the task has to be determined. Usually, this task is performed manually by experts. In addition to handcrafted designs, neural architecture search algorithms [7, 6, 21] have recently been proposed to automate this task. Second, the design of the optimal loss function is imperative to fully leverage a network’s performance. Third, the amount and quality of data plays a key role to maximize performance. A large portion of existing literature in SR deals with the first point. We regard the solution to the third point as straight-forward, as data can be collected efficiently for most applications. In this paper we propose a solution to the second point and try to maximize the performance of a recently proposed efficient low-complexity network [14, 35] for perceptual SR, solely by the application of our proposed loss functions.

The design of perceptual losses predominantly focuses on the spatial domain [32, 20]. However, SR is tightly coupled to the frequency domain, as only high frequencies are removed during the downsampling process. We leverage this fact and propose novel loss functions in Fourier space by calculating the frequency components with the fast Fourier transform (FFT) for direct emphasis on the frequency content. We propose a supervision loss in direct reference to the ground truth directly in Fourier domain for reconstruction. Additionally, we propose a discriminator architecture to learn the HF distribution in an adversarial training setup, working directly in Fourier space. To the best of our knowledge we are the first to apply a GAN loss directly on Fourier coefficients in SR. Our ablation study shows clear benefits over spatial losses for the task of perceptual SR. Also, employing a loss in Fourier space introduces global guidance as opposed to pixel-wise evaluation due to the nature of the Fourier transform. In order to leverage both global and local guidance, we also add the corresponding spatial supervision and GAN losses. Together with an additional perceptual loss (VGG [30]), this outperforms all other configurations in our ablation study. In addition to the advantage of our proposed losses over existing ones, we compare our trained efficient generator with high-performance state-of-the-art methods. It shows, that our losses can substantially increase the performance of a low-complexity generator to even compete with much larger networks.

2. Related Work

SR is a popular topic and a series of competitions are conducted by [31, 1, 2, 35, 33, 34, 23] which provide a broad overview of research and development over recent years in this area.

Restoration Learning based approaches have shown to be highly effective so solve the problem of SR and are therefore predominantly used in research. SRCNN [4] is one of the first convolutional neural network (CNN) based methods to surpass non-learning based SR algorithms, VDSR [17] is an improved version which adopts a deeper network for improved performance. Further concepts and improvements are explored [20, 22, 19, 10, 14] with the aim of reconstructing the missing details in a LR image as close to the ground truth as possible.

Perceptual SR Since even the best of the aforementioned methods tend to produce blurry images, another family of methods [20, 32, 37] tries to further improve the perceptual image quality by sacrificing restoration quality for increased generation of HF content [2]. For that matter, SRGAN [20] proposes the application of a generative adversarial network (GAN) [8] to better model the HF distribution in an image. The authors also propose a perceptual loss, based on features of VGG [30], which significantly boosts the perceptual quality. ESRGAN [32] extends this concept by adopting an improved GAN-loss formulation [16] and a stronger generator architecture. RankSRGAN [37] is another approach to achieve improved perceptual image quality. It uses a ranker to enable gradient based training with non-differentiable handcrafted no-reference image quality metrics. First, a dataset with pairs of images and their calculated quality score is prepared, then a ranker is trained to relatively rank two images in a differentiable manner. The learned differentiable ranker is then used in a gradient based adversarial training setup. More recently, SRFLOW [24] uses normalizing flows [28] for perceptual image SR. The method explicitly models the ambiguity in HR space and is trained by maximun likelihood with the use of a network that is invertible by design.

Frequency-based SR Since SR is the problem of restoring frequency components, several works [12, 5, 9, 15, 3] propose to model the problem closer to frequency space in
various configurations. WaveletSRNet [12] uses wavelets to decompose the LR image by the Haar transform and generates the missing HF wavelet coefficients instead of HR images directly. Additionally, the losses are optimized for perceptual image quality by weighing the wavelet coefficients by some heuristic, in order to balance the importance of different sub-bands. DWSR [9] uses a similar approach without a weighting scheme and uses only four sub-bands, without explicit perceptual components. The loss in [12] is composed of more sub-bands, but it does not fully decompose the image as we do by applying the Fourier transform. A more recent work [15] proposes a supervision loss in Fourier space as additional loss for generative tasks. However, this work uses a different loss formulation, i.e. it computes the differences directly between the complex components without transformation into amplitude and phase. On top of that, to the best of our knowledge, we are the first to also employ a GAN loss directly in Fourier space.

3. Proposed Method

The task of image SR, is to increase the resolution of an image \( x \in \mathbb{R}^{H \times W \times C} \) from the LR domain \( \mathcal{X} \) to the corresponding image \( y \in \mathbb{R}^{rH \times rW \times C} \) in HR domain \( \mathcal{Y} \) with factor \( r \). According to Nyquist–Shannon’s sampling theorem, the missing HF content above the Nyquist frequency \( n_r \) must be recovered in order to get an image \( y \) from the target HR domain \( \mathcal{Y} \). In contrast to the representation of an image in spatial domain, these missing frequencies can be clearly separated in Fourier domain. We therefore propose two losses in the frequency domain, to directly emphasize the training on the relevant frequencies. Additionally, the frequency components provide global guidance during training due to the nature of the Fourier transform.

3.1. Generator

Our aim is to reduce the computational complexity of the generator network for faster runtimes, while retaining the representational power for SR as high as possible. Therefore, the design of more effective losses is imperative. Improving the loss design can yield stronger gradient signals which better guide the generator during the training process. In order to test the effectiveness of our proposed losses, we use a lightweight model based on the IMDN network [14] from the same authors. This is the winner of the “AIM 2019 Challenge on Constrained SR” [35]. The network is used as an example of an efficient generator architecture to showcase the power of our loss designs against typical existing losses. The network consists of repeated information multi-distillation blocks (IMDBs), that are designed to effectively integrate information from the LR-space towards the HR-space. The whole processing is conducted in LR-space for efficiency reasons. Only in the last processing step, the refined HR image is upscaled with a standard shuffling block [29]. Generator \( G \) super-resolves a LR image \( x \in \mathbb{R}^{H \times W \times C} \) into a HR image \( \hat{y} = G(x) \in \mathbb{R}^{rH \times rW \times C} \).

3.2. Fourier Transform and SR

The Fourier transform is widely used to analyze the frequency content in signals. It can be applied to multi-dimensional signals such as images, where the spatial variations of pixel-intensities have a unique representation in the frequency domain. The discrete Fourier transform (DFT) decomposes an image \( x \in \mathbb{R}^{H \times W \times C} \) from the spatial domain into the Fourier domain. The Fourier space is spanned by complex orthonormal basis functions, where the complex frequency components \( X \in \mathbb{C}^{U \times V \times C} \) characterize the image.

\[
\mathcal{F}\{x\}_{u,v} = X_{u,v} = \frac{1}{\sqrt{HW}} \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} x_{h,w} e^{-2\pi i \left(\frac{u}{H}h + \frac{v}{W}w\right)}
\]

(1)

Since images are composed of multiple color channels, we calculate the Fourier transform for each channel separately. The explicit notation of channels is omitted in our formulas. Each complex component \( X_{u,v} \) can be represented by amplitude \( |\mathcal{F}\{x\}_{u,v}| \) and phase \( \angle \mathcal{F}\{x\}_{u,v} \), which provides a more intuitive analysis of the frequency content.

\[
|\mathcal{F}\{x\}_{u,v}| = |X_{u,v}| = \sqrt{\mathcal{R}\{X_{u,v}\}^2 + \mathcal{I}\{X_{u,v}\}^2} \quad (2)
\]

\[
\angle \mathcal{F}\{x\}_{u,v} = \angle X_{u,v} = \text{atan2}(\mathcal{I}\{X_{u,v}\}, \mathcal{R}\{X_{u,v}\}) \quad (3)
\]

Due to symmetry in the Fourier space (Hermitian symmetry) for real valued signals \( x \), we can omit redundant spectral components and only treat half of \( X \), and still retain the full information in \( x \).

\[
\mathcal{F}\{x\}_{u,v} = \mathcal{F}\{x\}^{\overline{\phantom{\dagger}}}_{-u,-v} \quad (4)
\]

Thus, processing can be significantly reduced by neglecting redundant components when working in the Fourier domain of real-valued signals like images. Note, despite discarding the redundant values, the total number of values in the spatial and Fourier domain remains the same since the components in Fourier space are composed of real and imaginary part (or amplitude and phase).

Since the Fourier transformation assumes an infinite signal in the transformation dimensions, finite signals like images should be preprocessed to avoid edge induced artifacts. We avoid such artifacts by applying a Hann window, which suppresses the signals’ amplitude towards the edges in order to smooth out the transitions. Afterwards, the image is transformed with a more accurate representation of the frequency spectrum.
As SR is the task of reconstructing the missing HF content from a downsampled image, a reduction in the sampling rate leads to a lower Nyquist frequency $n_c$ in the LR-space, which constitutes a hard limit in the representation capability of high frequencies above said frequency. Therefore, SR deals with the problem of generating these missing frequencies, which can be seen as the extrapolation from low to high frequencies. Contrary to the representation of an image in the spatial domain, these frequencies can be clearly separated in frequency space in order to directly emphasize the important image features for SR. Additionally, the Fourier components provide global information about the image as opposed to local information represented by pixel values in the spatial domain. We leverage these properties to design new losses for efficient perceptual SR training.

In contrast to the Fourier transform, wavelet-transforms balance spatial and frequency precision in an image by decomposing it into different sub-bands. This property is useful for many practical applications where this trade-off is inevitable. However, we are not forced to find a balance. For application in our losses, we can both leverage the frequency content with maximum precision, represented by one component for each frequency in the signal and get precise local guidance through the spatial representation of the image.

### 3.3. Supervision Losses

For perceptual SR, predominantly spatial domain based losses, spatial feature losses, or frequency-band separation strategies in the spatial domain, e.g., separation by wavelet decomposition or filtering, are proposed [32, 5]. Presumably, because most existing architectures are based on convolutions that expect spatial invariance in the input and also due to easy handling of variable image sizes with convolutional networks. Popular choices for supervision losses, i.e. with reference to a ground truth, are pixel-based losses $L_{I1}$ and feature based VGG-loss [30, 20]. As proposed in [32] and for direct comparison, we investigate $L_{I1}$ (5) and VGG-loss (6).

$$L_{I1} = \frac{1}{HW} \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} |\hat{y}_{h,w} - y_{h,w}|$$  \hspace{1cm} (5)

$$L_{VGG} = \frac{1}{IJC} \sum_{i=0}^{I-1} \sum_{j=0}^{J-1} \sum_{c=0}^{C-1} |N_{vgg}(\hat{y})_{i,j,c} - N_{vgg}(y)_{i,j,c}|$$  \hspace{1cm} (6)

Following the setting in [32] we calculate a VGG-loss using the pre-trained 19-layer VGG network. In particular, the $L_{I1}$-loss between features $N_{vgg}(\cdot)$ (54 indicates 4th convolution before the 5th pooling layer) from generator output $\hat{y} = G(x)$ and the target $y$ constitutes the VGG-loss.

In addition to these spatial domain losses, we propose a Fourier space loss $L_F$ for supervision from the ground truth frequency spectrum during training. First, ground truth $y$ and generated image $\hat{y}$ are pre-processed with a Hann window, as described in Section 3.2. Afterwards, both images are transformed into Fourier space by applying the fast Fourier transform (FFT), where we calculate amplitude and phase of all frequency components. The $L_{I1}$-loss of amplitude difference $L_{F,|\cdot|}$ and phase difference $L_{F,\angle}$ (we take into account the periodicity) between output image and target are averaged to produce the total frequency loss $L_F$. Note, since half of all frequency components are redundant, the summation for $u$ is performed up to $U/2 - 1$ only, without affecting the loss due to Eq. (4).

$$L_{F,|\cdot|} = \frac{2}{UV} \sum_{u=0}^{U/2-1} \sum_{v=0}^{V-1} |\hat{Y}_{u,v}| - |Y_{u,v}|$$  \hspace{1cm} (7)

$$L_{F,\angle} = \frac{2}{UV} \sum_{u=0}^{U/2-1} \sum_{v=0}^{V-1} |\angle \hat{Y}_{u,v} - \angle Y_{u,v}|$$  \hspace{1cm} (8)

$$L_F = \frac{1}{2} L_{F,|\cdot|} + \frac{1}{2} L_{F,\angle}$$  \hspace{1cm} (9)

Theoretical benefits of applying a supervision loss in Fourier domain are two-fold. (1) The direct emphasis, especially on the missing HF components, promotes generation in these important areas as opposed to spatial losses ($L_{I1}/L_{I2}$), which are known to produce blurry images. (2) Due to the nature of the Fourier transform, which computes the frequency content with highest precision in trade-off for spatial precision, the loss provides global guidance during
training in contrast to local pixel-based losses in spatial domain.

In contrast to other frequency-based losses, proposed in the literature, we directly apply the losses in Fourier space, and do not tune our losses according to some heuristic, as in [12].

3.3.1 GAN Losses

In order to further boost the perceptual quality we employ a GAN training scheme with two types of GAN-architectures, applied in spatial and Fourier domain. Learning the mapping from LR to HR directly from the ground truth severely limits the generation of images with high perceptual quality. Minimizing the risk towards a single realisation represented by the ground truth is too strict because the problem is ill-posed. A GAN training strategy relaxes the loss formulation by allowing plausible HR reconstructions resembling images from the target distribution.

We use the discriminator from [32] for our spatial GAN loss \( \mathcal{L}^G_{GAN} \). Additionally, we design a discriminator working directly in Fourier domain for our proposed frequency domain GAN-loss \( \mathcal{L}^F_{GAN} \). After the transformation of an image into Fourier space, the spatial invariance assumption is no longer valid. Therefore, the application of a convolutional architecture will not be optimal for this task. Thus, we apply a fully connected discriminator network for adversarial guidance in Fourier space, see Fig. 3. Again, generated image \( \hat{y} \) and ground truth \( y \) are transformed into frequency components represented by amplitude and phase in Fourier space after the application of a Hann window.

Both adversarial losses are evaluated by a relativistic GAN formulation [16], which showed improved performance in SR over the standard GAN formulation in [32]. The discriminator’s real and fake logits \( s_\rho = D(y), s_\phi = D(\hat{y}) = D(G(x)) \) are processed with the relativistic transformation by averaging the logits over the batch dimension \( b \), Eq. (10), and subtracting them from the original logits, Eq. (11). The transformed real and fake scores \( \rho, \phi \) are then evaluated with the sigmoid cross-entropy GAN-objective in (12).

\[
\begin{align*}
\rho &= D(y) - s_\rho, \quad \phi = D(\hat{y}) - s_\phi \quad (11)
\end{align*}
\]

3.4. Training Setup

The complete training setup (13) consists of two supervision losses and two GAN-losses in both spatial and Fourier domain and an additional VGG-loss. These loss components are weighted with factors \( \alpha, \beta, \gamma \) and minimized with Adam [18] optimizer in alternating steps.

\[
\begin{align*}
\min_G & \alpha \left( \frac{\mathcal{L}^{G,S} + \mathcal{L}^{G,F}}{2} \right) + \beta \left( \frac{\mathcal{L}_{L1} + \mathcal{L}_F}{2} \right) + \gamma \mathcal{L}_{VGG} \\
\min_D & \alpha \left( \frac{\mathcal{L}^{D,S} + \mathcal{L}^{D,F}}{2} \right)
\end{align*}
\]

4. Experiments and Results

All settings \(^1\) are trained on the DF2K dataset with a scaling factor of \( r = 4 \). DF2K is a combination of DIV2K [1] and Flickr2K [31]. Training pairs consist of paired crops of size \( 64 \times 64 \) and \( 256 \times 256 \) from LR and HR respectively. We evaluate all experiments on the DIV2K validation set, the standard benchmark for HR image SR. Additionally, we provide results on Urban100 [13]. For more evaluations, please refer to the supplementary material.

We calculate restoration metrics PSNR and SSIM (both on \( Y \) in YCbCr color space), perceptual metric LPIPS [36] and distributional similarity by FID [11, 27]. We deliberately refrain from using no-reference metrics, since we want to learn the image quality from the target domain, which is different to learning for a no-reference metric, as these handcrafted metrics do not necessarily correlate with the properties of the target image distribution.

4.1. Ablation

We conduct an ablation study with different loss configurations to show the effectiveness of our proposed Fourier domain losses, see Tab. 1. The generator is initialized with pretrained weights (L2) in all configurations and trained

\(^1\)We provide codes at https://github.com/dariofuoli/FourierSpaceLosses.
on DF2K for 500k iterations with a constant learning rate \( l = 10^{-5} \) and a batch size of \( B = 16 \). We do not use a learning rate scheduler for stability reasons and fairness due to the heterogeneous combinations of different loss types. The training parameters are set to \( \alpha = 0.005, \beta = 0.01 \) and \( \gamma = 1 \) as proposed in state-of-the-art method ESRGAN [32]. The averaging by factor 2 in (13) is removed whenever a single loss is employed per parameters \( \alpha \) or \( \beta \), to keep the balance between supervision and GAN-losses in all configurations. Additionally, we refine the pretrained generator from ESRGAN with our additional losses in the same setting with \( B = 8 \).

A comparison between configuration 1 and 2 clearly shows the effectiveness of our proposed Fourier domain supervision loss \( L_F \) for perceptual quality enhancement. Calculating the losses with our proposed formulation significantly improves the perceptual image quality in trade-off with restoration quality [2], which is reflected by the large improvement of LPIPS (-0.081) and FID (-5.93).

Configuration 4 represents the loss formulation from ESRGAN [32], these spatial losses are exchanged by our proposed Fourier domain losses \( L_F \) and \( L^\text{F}_{\text{GAN}} \) in configuration 5. The perceptual quality remains comparable between the two configurations. However, the restoration quality is significantly higher compared to the ESRGAN losses by a large margin, reflected by a gain in PSNR and SSIM of +1.12dB and +0.045 respectively, which shows the superiority of our proposed Fourier domain losses over the corresponding spatial losses employed in ESRGAN.

Configuration 8 shows the combination of ESRGAN generator with our proposed full combination of Fourier domain and spatial losses. We note the improvement (PSNR +0.44dB, FID -0.57) brought by our Fourier domain losses over the original ESRGAN in configuration 10.

### 4.2. Comparison with State-of-the-art

In addition to the effectiveness of our losses for perceptual performance in our ablation study, we show that we can also compete with state-of-the-art methods with a more efficient generator network, due to our better losses. We tweak the loss weights towards higher perceptual quality in trade-off with restoration quality and set them to \( \alpha = 0.0025, \beta = 0.005, \gamma = 1 \) for our model in Tab. 3 and Tab. 2. Note, the proposal of our losses is to showcase the improved training performance which enables to train high-performance low-complexity generators, not necessarily to achieve state-of-the-art performance. Despite the low complexity of \( G \) in our setting, we are able to compete with image quality of state-of-the-art methods, with a substantial reduction of runtime.

ESRGAN uses a combination of L1, VGG and GAN loss and proposes an improved generator architecture derived from SRGAN [20]. RankSRGAN [37] introduces a method to use non-differentiable handcrafted image quality metrics (Ma [25], NIQE [26] and PI [2]) for training in a GAN-based setup. The generator network in RankSRGAN is SRGAN [20]. SRFlow [24] is a recently proposed method, which uses normalizing flows [28] for perceptual image SR. The concept of normalizing flows provides an alternative to GAN-based learning by modeling the ill-posed problem explicitly as a stochastic process. We also compare our loss formulation to recently proposed losses using the wavelet transformation, see Sec. 3.2. Division into subbands with wavelet transform is used by WaveletSR-Net [12] and DWSR [9], which both use the Haar transform. We compare our method to the losses in Wavelet-
SRNet which uses a finer division and a more sophisticated loss formulation than DWSR. For this purpose, we train the efficient generator backbone $G$ with the proposed losses in WaveletSRNet for direct comparison.

For all other methods we use the pretrained models provided by the authors, as all of them are trained on DF2K. Additionally, we provide the results for standard bicubic up-sampling as a baseline. To quantify model complexity and efficiency, we compute number of parameters and runtimes at inference on a NVIDIA TITAN RTX and an Intel i7 CPU (6 cores). We also provide visual examples in Fig. 4 which support our quantitative evaluation.

4.2.1 Discussion

The superiority of our losses compared to ESRGAN’s losses is already shown in the ablation study in Tab. 1. On top of that, we can even compete with ESRGAN’s high-complexity generator, which achieves slightly better LPIPS and FID values, but lower PSNR and SSIM scores with a substantially slower inference time by a factor of over 13× on GPU.

Our losses significantly surpass all three RankSRGAN models in both restoration metrics PSNR/SSIM and even achieve the highest FID score. Only the NIQE and PI optimized models have slightly higher LPIPS scores, which however comes with a 2.4× higher runtime on GPU. Note, this is a substantial difference in complexity, e.g. this equates to reducing the number of layers in a network by a factor of 2.4. In comparison to the ranker approach, our loss formulation does not depend on the difficult design of a meaningful handcrafted quality metric, which manifests an upper bound on the achievable quality. We also do not require the expensive setup of the ranker, we achieve stronger guidance by direct emphasis on the frequency content without an additional explicit concept of perceptual quality.

SRFlow [24] is the most expensive method with a large number of parameters and slow inference speeds of 1.995s and 55.33s on GPU and CPU respectively, yet does not outperform the performance of other methods, with the exception of PSNR and SSIM. Our highly efficient method is on par with SRFlow with comparable perceptual metrics. Our solution has better FID score (+0.41) but slightly lower LPIPS score (-0.001). However, there is an enormous difference in inference speed, e.g. SRFlow is 48× slower than our method, which highlights the superiority of our proposed losses.

We train $G$ with WaveletSRNet’s losses from scratch with a learning rate of $l = 10^{-5}$ for 500k iterations with a batch size of $B = 16$. Further, we finetune $G$ with a lower learning rate of $l = 10^{-6}$ for another 250k iterations. We substantially outperform WaveletSRNet’s loss formulation with our proposed losses in regard to PSNR and perceptual

<table>
<thead>
<tr>
<th>Method</th>
<th>↑PSNR</th>
<th>↑SSIM</th>
<th>↓LPIPS</th>
<th>↓FID</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESRGAN (Our losses) [32]</td>
<td>25.05</td>
<td>0.738</td>
<td>0.120</td>
<td>24.07</td>
</tr>
<tr>
<td>ESRGAN [32]</td>
<td>24.36</td>
<td>0.717</td>
<td>0.123</td>
<td>25.50</td>
</tr>
<tr>
<td>RankSRGAN (NIQE) [37]</td>
<td>24.52</td>
<td>0.715</td>
<td>0.143</td>
<td>27.47</td>
</tr>
<tr>
<td>Ours (Full)</td>
<td>24.69</td>
<td>0.723</td>
<td>0.132</td>
<td>26.70</td>
</tr>
</tbody>
</table>

Table 2. Evaluation on Urban100. Red indicates best, blue second best.

5. Conclusion

We present two Fourier domain losses – a supervision loss and a GAN loss – to strengthen the training signal for the task of perceptual image SR. Our ablation study shows the provision of complementary information during training in addition to the losses in spatial-domain. Due to the improved guidance, it is possible to train a significantly lower complexity – and therefore faster – network to achieve comparable performance of much larger networks, which we regard as an important property for many practical applications. The runtime of the generator backbone can be cut down to only 41ms, which is over 13× faster than ESRGAN and 48× faster than SRFlow on GPU. The separation of images into LF and HF content and therefore the direct emphasis on the missing high frequencies in Fourier space, imposed by our losses, helps the SR network to generate plausible HF content. At the same time, we also apply the corresponding spatial losses to leverage the complementary local information, which results in even better perceptual quality. To the best of our knowledge, we are the first to successfully apply a GAN-based loss directly on Fourier components for SR. We are convinced that more research into architectural improvements of our Fourier-space GAN-network can further advance the effectiveness of our approach.
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Table 3. Comparison with state-of-the-art methods. We compare in terms of image quality scores (PSNR, SSIM, LPIPS and FID) and efficiency measures (parameters and runtimes). Red indicates best, blue second best.

<table>
<thead>
<tr>
<th>Method</th>
<th>↑PSNR</th>
<th>↑SSIM</th>
<th>↓LPIPS</th>
<th>↓FID</th>
<th>↓Par [M]</th>
<th>↓GPU [s]</th>
<th>↓CPU [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bicubic</td>
<td>28.11</td>
<td>0.782</td>
<td>0.410</td>
<td>44.79</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SRFlow [24]</td>
<td>28.68</td>
<td>0.773</td>
<td>0.120</td>
<td>16.13</td>
<td>39.542</td>
<td>1.995</td>
<td>55.33</td>
</tr>
<tr>
<td>ESRGAN [32]</td>
<td>28.19</td>
<td>0.769</td>
<td>0.115</td>
<td>15.37</td>
<td>16.698</td>
<td>0.553</td>
<td>29.28</td>
</tr>
<tr>
<td>RankSRGAN (Ma) [37]</td>
<td>27.30</td>
<td>0.742</td>
<td>0.141</td>
<td>18.40</td>
<td>1.554</td>
<td>0.099</td>
<td>3.97</td>
</tr>
<tr>
<td>RankSRGAN (NIQE) [37]</td>
<td>28.19</td>
<td>0.765</td>
<td>0.119</td>
<td>15.89</td>
<td>1.554</td>
<td>0.099</td>
<td>3.97</td>
</tr>
<tr>
<td>RankSRGAN (PI) [37]</td>
<td>28.11</td>
<td>0.765</td>
<td>0.121</td>
<td>16.28</td>
<td>1.554</td>
<td>0.099</td>
<td>3.97</td>
</tr>
<tr>
<td>Ours (WaveletSRNet loss [12])</td>
<td>27.97</td>
<td>0.786</td>
<td>0.171</td>
<td>19.80</td>
<td>0.894</td>
<td>0.041</td>
<td>1.72</td>
</tr>
<tr>
<td>Ours (L1 only)</td>
<td>30.56</td>
<td>0.837</td>
<td>0.270</td>
<td>22.91</td>
<td>0.894</td>
<td>0.041</td>
<td>1.72</td>
</tr>
<tr>
<td>Ours (Full)</td>
<td>28.28</td>
<td>0.770</td>
<td>0.121</td>
<td>15.72</td>
<td>0.894</td>
<td>0.041</td>
<td>1.72</td>
</tr>
</tbody>
</table>

Figure 4. Visual examples from DIV2K validation images.
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