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Abstract

Few-shot learning describes the challenging problem of
recognizing samples from unseen classes given very few la-
beled examples. In many cases, few-shot learning is cast
as learning an embedding space that assigns test samples
to their corresponding class prototypes. Previous meth-
ods assume that data of all few-shot learning tasks com-
ply with a fixed geometrical structure, mostly a Euclidean
structure. Questioning this assumption that is clearly diffi-
cult to hold in real-world scenarios and incurs distortions to
data, we propose to learn a task-aware curved embedding
space by making use of the hyperbolic geometry. As a re-
sult, task-specific embedding spaces where suitable curva-
tures are generated to match the characteristics of data are
constructed, leading to more generic embedding spaces. We
then leverage on intra-class and inter-class context infor-
mation in the embedding space to generate class prototypes
for discriminative classification. We conduct a comprehen-
sive set of experiments on inductive and transductive few-
shot learning, demonstrating the benefits of our proposed
method over existing embedding methods.

1. Introduction
Few-shot learning (FSL) [2, 12, 57] aims to recog-

nize samples from unseen classes, given very few labeled
examples per class. In many cases, embedding meth-
ods [5, 44, 45, 53, 55] are the method of choice in address-
ing the FSL problem. The underlying idea is to learn an em-
bedding space from seen classes, hoping that for new FSL
tasks with unseen classes, class prototypes in the embed-
ding space are informative enough to assist classification
(e.g., by assigning test samples to the closest prototypes).

Prior to our work, most embedding methods assume that
data of all FSL tasks have the Euclidean structure, and use
a Euclidean embedding space and corresponding Euclidean
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Figure 1. An example to show that a fixed curvature is not suitable
for all FSL tasks. We evaluate the curvature as 0, −1, and −0.01
on three FSL tasks sampled from the Mini-ImageNet dataset [50].
In Task 1, we achieve good results when the curvature is 0 (i.e., a
Euclidean space), while the curvature 0 achieves inferior results in
Task 2 and Task 3, whose suitable curvatures are −1 and −0.01,
respectively. This shows that a fixed curvature is not suitable for
all FSL tasks.

operations (e.g., distance measure in vector spaces) for clas-
sification [3, 35, 38, 55]. However, such an assumption is
clearly difficult to hold in real-world scenarios. Although
some data (e.g., remote sensing images [15]) is intrinsi-
cally Euclidean, non-Euclidean structures are also widely
encountered in data (e.g., face images are located in natu-
ral manifolds [59]). Thus, assuming the same geometrical
structure among all FSL tasks may incur distortions to data
and result in inferior performance. In this paper, we pro-
pose a curvature generation embedding method that learns
a task-aware curved embedding space to match geometrical
structures of data by using hyperbolic geometry.

Hyperbolic geometry that defines curved spaces can
gracefully represent hierarchies in data and has been shown
to be superior to Euclidean geometry for some problems in
recent studies [33, 47, 30, 32, 36]. Curvature is a fundamen-
tal concept in hyperbolic geometry, representing the devia-
tion of curved spaces from a flat space. Via changing the
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curvature, one can hope to better capture various geometri-
cal structures of data [29]. A key observation in FSL is that
tasks can exhibit different geometrical structures. In other
words, while a space with a fixed and predetermined curva-
ture might successfully capture the geometrical structure of
data in an FSL task, it does not necessarily suit unseen and
future tasks (an example is shown in Figure 1).

This motivates us to learn to identify suitable curvatures
for FSL tasks. To this end, we need to address two chal-
lenges. (1) How to generate suitable curvatures using very
few samples. In an FSL task, the geometrical structure may
be complex and not uniform. When very few samples are
given, it is challenging to generate an appropriate curva-
ture that can suitably match the complex structure. (2) How
to carry out discriminative classification in the task-aware
curved embedding space. Sample features in FSL are usu-
ally extracted via a common feature extractor (e.g., using
a CNN). This makes the features agnostic to the generated
curvatures, and hence naively combining them (e.g., aver-
aging) to form class prototypes may hurt the discriminative
power of the embedding space.

To address the aforementioned challenges, we make use
of the higher-order statistics of samples to identify curva-
tures for each class in an FSL task. This will result in
describing a task with multiple geometries, where data in
each class is separately characterized. Clearly, this de-
sign is more flexible as compared to using a single ge-
ometry everywhere, and may better match complex struc-
tures of data. We then benefit from intra-class and inter-
class context information in the curved embedding space
to produce class prototypes for discriminative classifica-
tion. Our model is trained in a meta-learning framework
that learns knowledge from some seen classes and applies
it to new FSL tasks to generate both suitable curved spaces
and discriminative prototypes using very few samples. We
demonstrate the effectiveness of the proposed method on
both inductive and transductive settings of FSL, and com-
pare our method against state-of-the-art embedding meth-
ods. The code is available at https://github.com/
ZhiGaomcislab/CurvatureGeneration_FSL.

In summary, our contributions are two-fold: (1) We
propose a method to realize a task-aware curved embed-
ding space for FSL. In doing so, our method generates
task-specific curvatures, making the embedding space more
generic. To the best of our knowledge, this is the first
attempt to automatically generate curvatures for different
tasks, having the ability to adapt a model to different geo-
metrical structures of data. (2) To capture complex struc-
tures in data, we generate curvatures for each class and
make use of intra-class and inter-class context information
to generate class prototypes. This, as we will empirically
show, leads to discriminative classification when very few
samples are available.

2. Related Work

2.1. Embedding Methods for FSL

Learning an embedding space is an effective way to ap-
proach FSL. One can classify existing embedding meth-
ods into two groups based on the nature of the embed-
ding, namely, task-agnostic embedding methods and task-
specific embedding methods. Early pioneering works such
as Prototypical Networks [44], Relation Networks [45],
and Matching Networks [50] are task-agnostic embedding
methods. They learn a common embedding space, and
new samples are classified using the metric in the embed-
ding space. Recent advances, however, suggest that a com-
mon and task-agnostic embedding space might not be dis-
criminative enough. Thus, task-specific embedding meth-
ods emerge, which seek to adapt the embedding space to
specific tasks by various means. This includes learning
a task-specific transformation [13, 35, 55, 56], employing
a task-specific loss function [21], generating task-specific
class prototypes [12, 28, 37, 39, 54], realizing task-specific
distances measures [3, 38], or learning task-specific sub-
spaces [43], to name a few. Our work belongs to the group
of task-specific embedding methods but goes beyond pre-
vious studies (e.g., [28, 43, 55]) as we discard the assump-
tion that data has the same geometrical structure in all FSL
tasks. In essence, we propose a curvature generation em-
bedding method that adapts the embedding space to geo-
metrical structures by generating task-specific curvatures.

2.2. Hyperbolic Geometry

Existing methods that exploit hyperbolic geometry can
be divided into two categories. The first category estab-
lishes deep hyperbolic neural networks. Representative
works include the hyperbolic multi-layer perceptrons [10],
hyperbolic convolutional neural networks [42], hyperbolic
graph convolutional neural networks [6, 29, 58, 7], and hy-
perbolic attention networks [14]. The second category fo-
cuses on learning hyperbolic embeddings. Hyperbolic em-
beddings have achieved superior performances in various
natural language processing problems [8, 14, 47]. Very re-
cently, several studies in computer vision show that hyper-
bolic embeddings can boost the performance of the model
(e.g., image classification [16, 30] and video search [32]).
It is argued in both fields that the improvements are due to
the fact that the hyperbolic geometry can well capture hi-
erarchies in data [18, 34]. In our work, we also make use
of the hyperbolic geometry to realize embedding spaces. In
contrast to previous art that considers the curvature of the
space fixed and tune it as a hyperparameter, we utilize a
meta-learning framework to learn to automatically generate
suitable curvatures. We will show that our method is able to
quickly adapt a hyperbolic space to geometrical structures
of data using few labeled samples.
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Figure 2. Left: illustration of a 2-D Poincaré ball. Dash lines rep-
resent geodesics, the shortest curves connecting two vectors in the
poincaré ball. Right: Poincaré balls with different curvatures. As
the curvature (−c) increases, the distance between two vectors a
and b decreases.

3. Preliminaries of Hyperbolic Geometry

Hyperbolic space. A d-dimensional hyperbolic space is a
smooth curved space with a negative curvature [19]. It has
five isometric models: the Hyperboloid model, the Klein
model, the Hemisphere model, the Poincaré ball model,
and the Poincaré half-space model [33]. In this paper, we
choose the Poincaré ball to model the embedding space, as
shown in Figure 2, and utilize the framework of Möbius gy-
rovector space [49] to provide operations for the Poincaré
ball. A Poincaré ball is defined as Ddc = {x ∈ Rd, c‖x‖ <
1}, where ‖ · ‖ is the Euclidean norm. The parameter c > 0
is essential in our work and determines the curvature of Ddc .
Note that, this definition of Ddc covers the Euclidean space
and hyperbolic spaces with different curvatures. If c → 0,
then Ddc becomes the d-dimensional Euclidean space Rd; if
c > 0, then Ddc is an open ball with the curvature being
−c. For a point x ∈ Ddc on the Poincaré ball, the tangent
space, denoted by TxDdc , is a Euclidean space, containing
all vectors tangent to Ddc at x.
Möbius addition. The addition of two vectors x,u ∈ Ddc
is defined by the Möbius addition,

x⊕cu =
(1 + 2c〈x,u〉+ c‖u‖2)x+ (1− c‖x‖2)u

1 + 2c〈x,u〉+ c2‖x‖2‖u‖2 , (1)

where 〈·〉 denotes the Euclidean inner product.
Möbius scalar multiplication. The scalar multiplication of
a vector x ∈ Ddc by a scalarw ∈ R is defined by the Möbius
scalar multiplication,

w⊗cx =
1√
c
tanh

(
w · arctanh(

√
c‖x‖)

) x

‖x‖ . (2)

Hyperbolic averaging. Given a set X = {x1, · · · ,xm},
xi ∈ Ddc and i ∈ [1,m], we use the Einstein midpoint [48]
to compute the mean of X . Specifically, we first project
vectors from the Poincaré ball Ddc to the Klein model Kdc ,
then we compute the mean on the Klein model, and finally

we project the mean back to the Poincaré ball, given by

x = Hyperavexi∈X(xi) =



ui =
2xi

1 + c‖xi‖2

u =

∑m
i=1 γiui∑m
i=1 γi

x =
u

1 +
√

1− c‖u‖2

, (3)

where ui ∈ Kdc , u is the mean on Kdc , x is the mean on Ddc ,
and γi = 1√

1−c‖ui‖2
is the Lorentz factor.

Distance measure. The distance between two vectors
x,u ∈ Ddc is

dc(x,u) =
2√
c
arctanh(

√
c‖ − x⊕cu‖). (4)

When c → 0, dc(x,u) becomes proportional to the Eu-
clidean distance, that is, limc→0dc(x,u) = 2‖x− u‖.
Exponential map. The exponential map expcx maps a vec-
tor v from the tangent space TxDdc to the Poincaré ball Ddc .
In this work, we use a neural network to attain features in
the tangent space T0Ddc at the origin 0 in a Poincaré ball and
then use expc0 to obtain embeddings in the Poincaré ball,

expc0(v) = tanh
(√

c‖v‖
) v√

c‖v‖
. (5)

4. Curvature Generation Embedding Method
4.1. Framework

An FSL task (i.e., an episode) is denoted as a k-shot n-
way classification problem that contains a support set and
a query set. A support set S = {Is,i, ys,i}kni=1 consists of
k labeled samples Is,i for each of n classes, ys,i is the la-
bel, and Cj contains samples of the j-th class. A query set
Q = {Iq,i}eni=1 consists of e test samples in each class, and
their ground truth are {yq,i}eni=1. FSL methods usually sam-
ple k-shot n-way FSL tasks from some seen classes with
sufficient labeled samples to train the model, and their per-
formance is evaluated on FSL tasks with unseen classes.

This paper proposes an embedding method that employs
the Poincaré ball to model a task-aware curved embed-
ding space (see Figure 3 for a conceptual illustration). Our
method contains a feature extractor fθ(·), a class-curvature
generator (CCG) gφ(·), and a hyperbolic aggregation net-
work (HAN) hψ(·), with θ, φ, and ψ denoting their pa-
rameters. Given an FSL task, our method first extracts
features of samples, fθ(Is,i), fθ(Iq,i) ∈ Rd. Then, our
method generates a curvature for each class using the class-
curvature generator (i.e., cj = gφ(Dj)) and aggregates
samples into discriminative class prototypes for the adapted
embedding space via the hyperbolic aggregation network
as pj = hψ(Dj) ∈ Ddcj . Here, j ∈ [1, n], and cj and pj
show the curvature and prototype of the j-th class. Dj is
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Figure 3. A conceptual diagram of our method. Given an FSL task, we generate a curvature and a discriminative prototype for each class.
We then map query samples to the embedding space and calculate distances between them and class prototypes for classification.

a set containing in-class and out-of-class samples for the
j-th class and will be defined shortly. Finally, we map
query samples fθ(Iq,i) to the embedding space via exp

cj
0

and compute distances between them and class prototypes
using the class curvatures for classification.

Suppose ŷq,i is the prediction of our method for a query
sample Iq,i, we train our model by minimizing the follow-
ing objective,

L(θ, φ, ψ) = −
∑
t

1

|Qt|
∑

Iq,i∈Qt

log p(ŷq,i = yq,i|Iq,i), (6)

whereQt is the query set of the t-th FSL task sampled from
seen classes, and p(ŷq,i = yq,i|Iq,i) is the probability that
Iq,i belongs to its ground truth class. In this paper, we for-
mulate p(ŷq,i = j|Iq,i) as

p(yq,i = j|Iq,i) =
exp

(
− dcj

(
exp

cj
0

(
fθ(Iq,i)

)
,pj

))
∑
j′ exp

(
− dcj′

(
exp

cj′
0

(
fθ(Iq,i)

)
,pj′

))

=

exp

(
− dgφ(Dj)

(
exp

gφ(Dj)

0

(
fθ(Iq,i)

)
, hψ(Dj)

))
∑
j′ exp

(
− dgφ(Dj′ )

(
exp

gφ(Dj′ )

0

(
fθ(Iq,i)

)
, hψ(Dj′)

)) .
(7)

Dj = [Xj ,Zj ] contains an in-class set Xj and an out-of-
class set Zj . Note that, the proposed method can be applied
to both the inductive and transductive settings of FSL. In the
inductive setting, as the query set is not available, we choose
Xj = {fθ(Is,i)|Is,i ∈ Cj} and Zj = {fθ(Is,i)|Is,i ∈
S\Cj}, where |Xj | = k and |Zj | = k(n − 1). In the
transductive setting, both the support and query sets are
available, and thus we set Xj = {fθ(Is,i)|Is,i ∈ Cj},
Zj = {fθ(Iq,i)|Iq,i ∈ Q} ∪ {fθ(Is,i)|Is,i ∈ S\Cj}, and
|Zj | = k(n− 1)+ en. In following sections, we will detail
out the class-curvature generator gφ(·) and the hyperbolic
aggregation network hψ(·).

4.2. Class-curvature Generator (CCG)

In the class-curvature generator, the curvature cj for the
j-th class is generated based on the second-order statistics

of Dj = [Xj ,Zj ], which has an ability to capture expres-
sive correlations between features of given samples [11, 26].
Specifically, we denote the second-order statistics of Dj as
bj ∈ R% (% is a hyperparameter of the class-curvature gen-
erator), and its l-th element blj can be computed via the fac-
torized bilinear model [24, 46]:

blj =
∑

xij∈Xj

∑
zi

′
j ∈Zj

1
>(U>l x

i
j ◦ V >l zi

′
j ), (8)

where xij ∈ Rd, zi
′

j ∈ Rd, U l ∈ Rd×r, V l ∈ Rd×r, and
1 ∈ Rr is a vector whose elements are all ‘1’s. r is the
other hyperparameter of the class-curvature generator de-
noting the rank of U l and V l, and ◦ denotes the Hadamard
product. In this case, we can directly compute bj as

bj =
∑

xij∈Xj

∑
zi

′
j ∈Zj

O(U>xij ◦ V >zi
′
j ), (9)

where U = [U1, · · · ,U%] ∈ Rd×r%, V =
[V 1, · · · ,V %] ∈ Rd×r%, and O ∈ R%×r% is a fixed binary
matrix with elements in row l, columns ((l− 1)× r+1) to
(lr) being “1” for l ∈ [1, %].

We empirically observed that arbitrary curvatures may
cause numerical instabilities in the training process. Be-
sides, some methods have shown that setting c in the range
of [0, 1] is suitable in many cases [16, 32]. Thus, we use
a multi-layer perceptron (MLP) network MLP1 and a sig-
moid function to generate cj :

cj = sigmoid
(
MLP1(bj)

)
, (10)

where the parameter of MLP1 is W f1, and the sigmoid
function is a regularization manner towards efficient train-
ing. All in all, parameters of the class-curvature generator
are φ = {U ,V ,W f1}.

4.3. Hyperbolic Aggregation Network (HAN)

We consider context information of the task-aware
curved embedding space to generate weights for samples
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Figure 4. The illustration of the HAN. We first compute weights
aj for samples in the in-class set Xj , and aggregate them into a
preliminary prototype p′j . We then collect Hj and Hj from the
out-of-class set Zj , and compute weights wj and trade-off λj for
Hj and Xi to obtain a prototype pj .

in Dj = [Xj ,Zj ] and aggregate them into discriminative
prototypes pj , where the context information is modeled as
intra-class and inter-class distances in the embedding space.
We first compute weights for samples in Xj . An intra-class
distance matrix Gj is calculated using the curvature cj of
the j-th class,

Gii
′

j = dcj
(
exp

cj
0 (xij), exp

cj
0 (xi

′
j )
)
, (11)

where xij ,x
i′

j ∈Xj , and Gii
′

j is the element at the i-th raw
and i′-th column of the matrix Gj ∈ Rk×k. We use an MLP
network MLP2 to compute the weights aj ∈ Rk for Xj ,

aj = MLP2(Gj), (12)

where the parameter of MLP2 is W f2. Based on aj , we
compute a preliminary prototype p′j ∈ Ddcj by

p′j = Hyperavexij∈Xj

(
aij⊗cj exp

cj
0 (xij)

)
, (13)

where aij is the i-th element of aj . Preliminary prototypes
of all classes are denoted as P = [p′1, · · · ,p′n]. Eq. (13)
has a complex formulation with the hyperbolic averaging
operation, the exponential map, and the Möbius scalar mul-
tiplication. Based on Lemma 1, we can rewrite Eq. (13) into
a simpler formulation:

p′j = Hyperavexij∈Xj

(
exp

cj
0 (aijx

i
j)
)
. (14)

Lemma 1. In a Poincaré ball Ddc , the exponential map and
the scalar multiplication in the tangent space T0Ddc at the
origin satisfy the commutative law, that is

w⊗cexpc0(x) = expc0(wx), (15)

where w ∈ R is a scalar and x ∈ T0Ddc .

Proof. The proof is in the supplementary materials.

Next, we compute weights for samples in Zj . This
is done by only considering the m closest samples to
p′j in Zj . To this end, we first map samples in Zj to

task-specific embeddings via a projection ϕ(·) parameter-
ized by W ϕ and the exponential map exp

cj
0 . We then

collect the m samples closest to p′j into a set Hj =

{expcj0
(
ϕ(zij)

)
|expcj0

(
ϕ(zij)

)
∈ Nm(p′j), z

i
j ∈ Zj},

where |Hj | = m, Nm(p′j) contains m closest embed-
dings to p′j , and the i-th embedding in Hj is hij ∈
Ddcj . The remaining samples constitute a set Hj =

{expcj0
(
ϕ(zij)

)
|expcj0

(
ϕ(zij)

)
/∈ Nm(p′j), z

i
j ∈ Zj},

where |Hj | = |Zj | − m, with the i-th embedding in Hj

being hij ∈ Ddcj . We use another MLP network MLP3

(parameterized by W f3) to compute weights for the col-
lected m samples in Zj . The input (denoted by disj) to
MLP3 is composed of inter-class distances according to:
(1) distances between p′j and embeddings in Hj , denoted
by dis1j ; (2) the mean of distances between p′j and embed-
dings in Hj , denoted by dis2j ; (3) the mean of distances be-
tween other preliminary prototypes P \p′j and embeddings
in Hj , denoted by dis3j ; (4) the mean of distances between
other preliminary prototypes P \p′j and embeddings in Hj ,
denoted by dis4j ,

dis1
j =[dcj (p

′
j ,h

1
j ), · · · , dcj (p

′
j ,h

m
j )] ∈ Rm,

dis2
j =

1

|Zj | −m

|Zj |−m∑
i=1

dcj (p
′
j ,h

i
j) ∈ R,

dis3
j =[

1

n− 1

∑
l∈([1,n]\j)

dcl(p
′
l,h

1
j ), · · · ,

1

n− 1

∑
l∈([1,n]\j)

dcl(p
′
l,h

m
j )] ∈ Rm,

dis4
j =

1

(n− 1)× (|Zj | −m)

∑
l∈([1,n]\j)

|Zj |−m∑
i=1

dcl(p
′
l,h

i
j) ∈ R,

disj =[dis1
j ,dis

2
j ,dis

3
j ,dis

4
j ].

(16)
We feed disj to MLP3 to obtain

wj , λj = MLP3(disj), (17)

wj ∈ Rm is the weight for the collected m samples in Zj

and λj is the trade-off between Xj and Zj . The prototype
pj ∈ Ddcj will be computed using aj , wj , and λj as


T j =

{
exp

cj
0

(
λja

i
jx

i
j

)
|xij ∈Xj

}
∪
{
(1− λj)wi

j⊗cjh
i
j |hij ∈Hj

}
pj =Hyperavetij∈T j

(tij)

. (18)

In (18), wi
j is the i-th element of wj . Overall, the frame-

work of the hyperbolic aggregation network is shown in
Figure 4, and parameters are ψ = [W f2,W ϕ,W f3]. The
training process of our method is shown in Algorithm 1.
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Algorithm 1 Training process of the proposed method.
Input: Seen classes. Initial feature extractor fθ , class-curvature

generator gφ, and hyperbolic aggregation network hψ .
Output: Updated fθ , gφ, and hψ .

1: while t < MaxIteration do
2: Sample a k-shot n-way FSL task from seen classes with a

support set St and a query setQt.
3: Extract features fθ(Is,i) and fθ(Iq,i) for Is,i ∈ St, Iq,i ∈

Qt.
4: Construct data sets Dj = [Xj ,Zj ] for each class.
5: Generate curvatures cj for each class by the class-curvature

generator gφ via Eq. (9) and Eq. (10).
6: Generate class prototypes pj by the hyperbolic aggregation

network hψ . 1. compute weights for samples in Xj via
Eq. (11), Eq. (12), Eq. (14). 2. compute weights for sam-
ples in Zj via Eq. (16), Eq. (17). 3. aggregate instances
with the weights via Eq. (18).

7: Classify samples inQt via Eq. (7).
8: Update fθ , gφ, and hψ via minimizing Eq. (6).
9: end while

10: Return fθ , gφ, and hψ .

5. Experiments
5.1. Experimental Settings

Datasets. We conducted experiments on four popu-
lar datasets: mini-ImageNet [50], tiered-ImageNet [40],
CUB [51], and CIFAR-FS [4]. We used the standard proto-
col to process and divide data for training, validation, and
testing. Details are in the supplementary materials.
Backbones. For fair and comprehensive comparisons with
existing methods, three backbones were used: a 4-layer
convolutional network (ConvNet) [22, 45, 50], a 12-layer
residual network (ResNet12) [35, 38, 39], and a bigger 12-
layer residual network (we denote it as BigResNet12) [20,
43, 55]. ResNet12 and BigResNet12 both have four residual
blocks, while the differences is that the numbers of convolu-
tional channels in the four blocks are (64, 128, 256, 512) for
ResNet12 and (64, 160, 320, 640) for BigResNet12. Details
are in the supplementary materials.
Training Details. Following [35, 55], we pre-trained
ResNet12 and BigResNet12 on the training set. Then,
we carried out meta-training to learn our method over 200
epochs, and each epoch has 100 episodes. The validation
set was only used to select the model after the meta-training
stage, and performance was reported as the mean accuracy
on the test set with the 95% confidence interval. Other de-
tails are in the supplementary materials.

5.2. Main Results

We compare our method with state-of-the-art FSL meth-
ods in the inductive and transductive settings on the mini-
ImageNet, tiered-ImageNet, CUB, and CIFAR-FS datasets,
where 1-shot/5-shot 5-way classification were implemented

Setting Method Backbone 1-shot 5-shot

Inductive

MatchingNet [50] ConvNet 43.56± 0.84 55.31± 0.73
ProtoNet [44] ConvNet 49.42± 0.78 68.20± 0.66

RelationNet [45] ConvNet 50.44± 0.82 65.32± 0.70
MMN [5] ConvNet 53.37± 0.48 66.97± 0.35
DSN [43] ConvNet 51.78± 0.96 68.99± 0.69

Afrasiyabi et al. [1] ConvNet 53.14± 1.06 71.45± 0.72
FEAT [55] ConvNet 55.15 71.61

Ours ConvNet 55.53± 0.20 72.12± 0.16
ProtoNet [44] ResNet12 56.52± 0.45 74.28± 0.20
TADAM [35] ResNet12 58.50± 0.30 76.70± 0.38
TapNet [56] ResNet12 61.65± 0.15 76.36± 0.10

DC [25] ResNet12 62.53± 0.19 78.95± 0.13
ECMSFMT [39] ResNet12 59.00 77.46

Ours ResNet12 63.56± 0.20 79.13± 0.14
MetaOptNet [20] BigResNet12 62.64± 0.61 78.63± 0.46
Net-Cosine [27] BigResNet12 61.72± 0.81 81.79± 0.55

DSN [43] BigResNet12 62.64± 0.66 78.83± 0.45
Ours BigResNet12 67.02± 0.20 82.32± 0.14

Transductive

TPN [31] ConvNet 55.51 69.86
TEAM [38] ConvNet 56.57 72.04
DSN [43] ConvNet 55.88± 0.90 70.50± 0.68
FEAT [55] ConvNet 57.04 72.89

Ours ConvNet 58.29± 0.22 73.93± 0.16
TEAM [38] ResNet12 60.07 75.90

Ours ResNet12 66.73± 0.22 80.57± 0.14
DSN [43] BigResNet12 64.60± 0.72 79.51± 0.50

Ours BigResNet12 71.79± 0.23 83.00± 0.17

Table 1. Accuracy (%) comparisons with the state-of-the-art few-
shot classification results on the mini-ImageNet dataset.

Setting Method 1-shot 5-shot

Inductive

MAML [9] 51.67± 1.81 70.30± 1.75
ProtoNet [44] 53.51± 0.89 72.69± 0.74

RelationNet [45] 54.48± 0.93 71.32± 0.78
MetaOptNet [20] 65.99± 0.72 81.56± 0.63

CTM [23] 68.41± 0.39 84.28± 1.73
SimpleShot [52] 69.09± 0.22 84.58± 0.16

TapNet [56] 63.08± 0.15 80.26± 0.12
DSN [43] 66.22± 0.75 82.79± 0.48
FEAT [55] 70.80± 0.23 84.79± 0.16

Ours 71.66± 0.23 85.50± 0.15

Transductive
TPN [31] 59.91± 0.94 73.30± 0.75
DSN [43] 67.39± 0.82 82.85± 0.56

Ours 77.19± 0.24 86.18± 0.15

Table 2. Accuracy (%) comparisons with the state-of-the-art few-
shot classification results on the tiered-ImageNet dataset.

and query sets had 15 samples per class. For fair com-
parisons, we used ConvNet, ResNet12, and BigResNet12
on the mini-ImageNet dataset. We used BigResNet12 on
tiered-ImageNet and CIFAR-FS, and ConvNet on the CUB
dataset. Results on the four datasets are shown in Table 1,
Table 2, Table 3, and Table 4, respectively.

On the mini-ImageNet dataset, our method achieves the
state-of-the-art performance no matter which backbone is
used, especially in the transductive setting. TADAM [35],
TEAM [38], DSN [43], Afrasiyabi et al. [1], Net-
Cosine [27], BD-CSPN [28], and FEAT [55] are state-of-
the-art embedding methods while using a fixed and uni-
tary Euclidean geometry. Compared with them, our method
has better performance, demonstrating that adapting curva-
tures to geometrical structures of data can lead to better
embeddings. On the tiered-ImageNet, CUB, and CIFAR-
FS datasets, our method again achieves the state-of-the-art
performance. For example, in the transductive setting of
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Setting Method 1-shot 5-shot

Inductive

MAML [9] 55.92± 0.95 72.09± 0.76
ProtoNet [44] 51.31± 0.91 70.77± 0.69

RelationNet [45] 62.45± 0.98 76.11± 0.69
MatchNet [50] 61.16± 0.89 72.86± 0.70

Afrasiyabi et al. [1] 63.30± 0.94 81.35± 0.67
TEAM [38] 69.39 82.78
FEAT [55] 68.87± 0.22 82.90± 0.15

Ours 74.66+ 0.21 88.37± 0.12

Transductive

EPNet [41] 65.94± 0.93 78.80± 0.64
TEAM [38] 75.71 86.04

BD-CSPN [28] 75.10 87.25
Ours 76.69± 0.21 89.30± 0.12

Table 3. Accuracy (%) comparisons with the state-of-the-art few-
shot classification results on the CUB dataset.

Setting Method 1-shot 5-shot

Inductive

ProtoNets [44] 72.2± 0.7 83.5± 0.5
MetaOpt-RR [20] 72.6± 0.7 84.3± 0.5

MetaOpt-SVM [20] 72.0± 0.7 84.2± 0.5
DSN [43] 72.3± 0.8 85.1± 0.6

Ours 73.0± 0.7 85.8± 0.5

Transductive DSN [43] 75.6± 0.9 86.2± 0.6
Ours 76.8± 0.7 86.4± 0.5

Table 4. Accuracy (%) comparisons with the state-of-the-art few-
shot classification results on the CIFAR-FS dataset.

Setting Method 1-shot 5-shot

Inductive

ProtoNet 58.34± 0.20 78.49± 0.14
w/o CCG HAN, c = 1 59.05± 0.21 78.34± 0.22

w/o CCG HAN, c = 0.01 50.92± 0.22 75.66± 0.16
w/o HAN, single c 58.97± 0.20 80.19± 0.14

w/o HAN, class-level c 59.47± 0.20 80.41± 0.14
w/o CCG, c = 1 62.60± 0.20 79.25± 0.14

w/o CCG, c = 0.01 64.17± 0.21 76.49± 0.16
Ours 67.02± 0.20 82.32± 0.14

Transductive

w/o CCG HAN, c = 1 59.14± 0.22 79.82± 0.21
w/o CCG HAN, c = 0.01 51.06± 0.22 75.73± 0.16

w/o HAN, single c 59.16± 0.20 80.29± 0.14
w/o HAN, class-level c 59.94± 0.21 80.67± 0.14

w/o CCG, c = 1 62.80± 0.20 81.02± 0.14
w/o CCG, c = 0.01 62.50± 0.21 77.59± 0.16

model capacity 68.25± 0.21 81.08± 0.16
Ours 71.79± 0.23 83.00± 0.17

Table 5. Ablation experiments on the mini-ImageNet dataset.

tiered-ImageNet, we achieve 77.19% and 86.18% on the 1-
shot and 5-shot tasks, 9.80% and 3.33% higher than exist-
ing methods. In the inductive setting of CUB, our method
achieves 74.66% and 88.37%, 5.27% and 5.47% higher
than existing methods.

5.3. Ablation Study

We conducted ablation experiments on the mini-
ImageNet dataset to evaluate our class-curvature genera-
tor (CCG) and hyperbolic aggregation network (HAN). We
first removed the CCG and HAN, manually set c as 1, or
0.01, and computed the class prototypes by averaging sam-
ples, denoted by ‘w/o CCG HAN, c=1/0.01’. Then, we
added the CCG to the model. We evaluated generating a
single curvature for all classes, denoted by ‘w/o HAN, sin-
gle c’, and evaluated generating curvatures for each class,

Setting Method 1-shot

Inductive

m = 1 65.03± 0.20
m = 2 65.82± 0.20
m = 3 66.45± 0.20
m = 4 67.02± 0.20

Transductive

m = 15 65.88± 0.22
m = 30 67.98± 0.22
m = 45 69.62± 0.22
m = 60 71.79± 0.22
m = 75 71.11± 0.22

Table 6. Evaluation of m on the mini-ImageNet dataset.

denoted by ‘w/o HAN, class-level c’. Finally, we added
the HAN while removing the CCG, and c was set manu-
ally as 1, or 0.01, denoted by ‘w/o CCG, c=1/0.01’. Be-
sides, we removed 9 × 105 parameters from BigResNet12,
to keep the number of our whole parameters consistent with
the backbone, denoted by ‘model capacity’. Our target is
to show whether our improvement is from the model ca-
pacity. Results are shown in Table 5. Comparing ‘w/o
CCG HAN, c=1/0.01’ with ‘w/o HAN’ and comparing‘w/o
CCG, c=1/0.01’ with ‘Ours’, we can find that generat-
ing appropriate curvatures leads to better performance than
manually setting a fixed and unitary curvature for various
FSL tasks. Besides, multiple class-level curvatures has bet-
ter performance than a single curvature for all classes, better
matching complex data structures. Comparing ‘w/o CCG
HAN, c=1/0.01’ with ‘w/o CCG, c=1/0.01’, the HAN can
lead to discriminative class prototypes even 1 samples are
available. The performance of ‘model capacity’ still higher
than compared methods and other settings in Table 5, show-
ing that our improvement is not from the model capacity,
but the adaptive curvatures.

We evaluated the number m of the collected samples in
the HAN on the mini-ImageNet dataset, as shown in Ta-
ble 6. In the inductive setting, |Zj | = 4, and we mea-
sured m from 1 to 4. With the increase of m, we achieve
better performance, and the best performance 67.02% is
achieved when m = 4. The reason is since only support
samples are available in Zj , a large m provides more infor-
mation to generate prototypes. In the transductive setting,
|Zj | = 79, and we measured m in [15, 30, 45, 60, 75]. The
performance first increases, and then the performance tends
to stabilize around 71%. In beginning, a large m provides
more information, while in the stable stage, the information
is sufficient to obtain good prototypes.

5.4. Effectiveness of Generated Curvatures

In this section, we evaluated the manner of generated
curvatures. We replaced second-order statistics of features
in CCG with concatenation and mean of features, and we
evaluated generating curvatures using a hand-designed cur-
vature estimation method [16]. After the CCG generates
c for each class, we made some disturbance on the gener-
ated c and evaluated its performance. If the performance de-
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Figure 5. Evaluation of multiplying the generated c by 0.25, 0.5,
0.75, 0.9, 1.1, 1.25, 1.5, and 1.75. In Figure 5(a), 5(b), 5(c), the
CCG generates c based on second-order statistics, concatenation,
and mean of samples, respectively. In Figure 5(d), c is generated
by a hand-designed curvature estimation method [16].

creases, it means that the original curvatures is appropriate.
If the performance does not change much or even increases,
it means that the original curvature is not good. Specifically,
we disturbed the generated c via multiplying it by 0.25, 0.5,
0.75, 0.9, 1.1, 1.25, 1.5, and 1.75, and measured averaging
accuracies over 10000 FSL tasks. We conducted 5-shot 5-
way experiments on the mini-ImageNet dataset, and results
are shown in Figure 5. We can find that, using second-order
statistics can generate appropriate curvatures. When using
the concatenation or mean of features, although the original
c achieves the best performance, the performance difference
between the disturbed c and the original c is small, showing
the original c is not good enough. Finally, disturbed c of
using the curvature estimation method achieves almost the
same performance with its original c. The curvature esti-
mation method usually requires a lot samples to avoid de-
viation in estimation [16], while an FSL task only provides
very few samples. Thus, it cannot generate appropriate c.
In contrast, CCG exploits meta-learning to learn knowledge
from seen classes, which helps to generate appropriate cur-
vatures for unseen classes given few samples.

5.5. Class Prototypes

We visualized the generated class prototypes on the 1-
shot 5-way tasks of the mini-ImageNet dataset, and we used
the MDS method [17] to reduce embeddings to 2-D vec-
tors, as shown in Figure 6. We observe that sometimes the
support sample may be an outlier (e.g., the support sample

house
miniature
snorkel
carrier
harvestman

toucan
reel
bars
hotdog
tobacco shop

Figure 6. Visualization of data distributions and class prototypes
on four FSL tasks of the min-ImangeNet dataset. Triangles rep-
resent support samples, dots denote query samples, and stars rep-
resent generated class prototypes. Sometimes the support sample
may be an outlier (e.g., the support sample of the miniature class
in the left figure, and the bar class in the right figure). Directly us-
ing the triangles as prototypes will result in a bad performance. In
contrast, our method can generate more discriminative prototypes.

of the miniature class in the left figure, and the bar class
in the right figure). In this case, directly using the sup-
port samples as prototypes will result in bad performance.
In contrast, our method can generate discriminative class
prototypes based on the intra-class and inter-class context
information of the adaptive curvatures, pushing the outlier
support sample into its cluster. Thus, our method can im-
prove the performance by a large margin. Note that, the
tasks depicted in Figure 6 are hand-picked to show that our
method can generate discriminative prototypes in extremely
challenging scenarios, where support samples include out-
liers. Thus, the bad performance of directly using support
samples in the figure is not common across all tasks.

6. Conclusion
In this paper, we have found that assuming data of all

FSL tasks has the same geometrical structure may distort
structures in some tasks and thus result in a poor general-
ization capability. To solve this issue, we have proposed a
curvature generation embedding method that adapts a task-
aware curved embedding space to data structures by gener-
ating curvatures for each class. Although few samples are
given in FSL, using second-order statistics can capture ex-
pressive representations of them, which helps to generate
suitable curvatures. Compared with an embedding space
using a single curvature everywhere, curvatures for differ-
ent classes can better match complex data. By consider-
ing the intra-class and inter-class context information of
the adapted geometry, our method can generate discrimi-
native class prototypes in the embedding space for few-shot
classification. Extensive experimental results confirm that
our embedding space can adapt well to new FSL tasks and
achieves state-of-the-art performance.
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