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Figure 1. FastNeRF renders high-resolution photorealistic novel views of objects at hundreds of frames per second. Comparable existing methods, such as NeRF, are orders of magnitude slower and can only render very low resolution images at interactive rates.

Abstract

Recent work on Neural Radiance Fields (NeRF) showed how neural networks can be used to encode complex 3D environments that can be rendered photorealistically from novel viewpoints. Rendering these images is very computationally demanding and recent improvements are still a long way from enabling interactive rates, even on high-end hardware. Motivated by scenarios on mobile and mixed reality devices, we propose FastNeRF, the first NeRF-based system capable of rendering high fidelity photorealistic images at 200Hz on a high-end consumer GPU. The core of our method is a graphics-inspired factorization that allows for (i) compactly caching a deep radiance map at each position in space, (ii) efficiently querying that map using ray directions to estimate the pixel values in the rendered image. Extensive experiments show that the proposed method is 3000 times faster than the original NeRF algorithm and at least an order of magnitude faster than existing work on accelerating NeRF, while maintaining visual quality and extensibility.

1. Introduction

Rendering scenes in real-time at photorealistic quality has long been a goal of computer graphics. Traditional approaches such as rasterization and ray-tracing often require significant manual effort in designing or pre-processing the scene in order to achieve both quality and speed. Recently, neural rendering [10, 27, 17, 25, 19] has offered a disruptive alternative: involve a neural network in the rendering pipeline to output either images directly [24, 18, 27] or to model implicit functions that represent a scene appropriately [5, 23, 29, 25, 40]. Beyond rendering, some of these approaches implicitly reconstruct a scene from static or moving cameras [25, 36, 1], thereby greatly simplifying the traditional reconstruction pipelines used in computer vision.

One of the most prominent recent advances in neural rendering is Neural Radiance Fields (NeRF) [25] which, given a handful of images of a static scene, learns an implicit volumetric representation of the scene that can be rendered from novel viewpoints. The rendered images are of high quality and correctly retain thin structures, view-dependent effects, and partially-transparent surfaces. NeRF has inspired significant follow-up work that has addressed some of its limitations, notably extensions to dynamic scenes [31, 7, 46], relighting [2, 3, 37], and incorporation of uncertainty [22].

One common challenge to all of the NeRF-based approaches is their high computational requirements for rendering images. The core of this challenge resides in NeRF’s volumetric scene representation. More than 100 neural network calls are required to render a single image pixel, which translates into several seconds being required to render low-resolution images on high-end GPUs. Recent explorations [35, 15, 28, 16] conducted with the aim of improving NeRF’s computational requirements reduced the
render time by up to $50 \times$. While impressive, these advances are still a long way from enabling real-time rendering on consumer-grade hardware. Our work bridges this gap while maintaining quality, thereby opening up a wide range of new applications for neural rendering. Furthermore, our method could form the fundamental building block for neural rendering at high resolutions.

To achieve this goal, we use caching to trade memory for computational efficiency. As NeRF is fundamentally a function of positions $p \in \mathbb{R}^3$ and ray directions $d \in \mathbb{R}^2$ to color $c \in \mathbb{R}^3$ (RGB) and a scalar density $\sigma$, a naïve approach would be to build a cached representation of this function in the space of its input parameters. Since $\sigma$ only depends on $p$, it can be cached using existing methodologies. The color $c$, however, is a function of both ray direction $d$ and position $p$. If this 5 dimensional space were to be discretized with 512 bins per dimension, a cache of around 176 terabytes of memory would be required – dramatically more than is available on current consumer hardware.

Ideally, we would treat directions and positions separately and thus avoid the polynomial explosion in required cache space. Fortunately this problem is not unique to NeRF; the rendering equation (modulo the wavelength of light and time) is also a function of $\mathbb{R}^2$ and solving it efficiently is the primary challenge of real-time computer graphics. As such there is a large body of research which investigates ways of approximating this function as well as efficient means of evaluating the integral. One of the fastest approximations of the rendering equation involves the use of spherical harmonics such that the integral results in a dot product of the harmonic coefficients of the material model and lighting model. Inspired by this efficient approximation, we factorize the problem into two independent functions whose outputs are combined using their inner product to produce RGB values. The first function takes the form of a Multi-Layer Perceptron (MLP) that is conditioned on position in space and returns a compact deep radiance map parameterized by $D$ components. The second function is an MLP conditioned on ray direction that produces $D$ weights for the $D$ deep radiance map components.

This factorized architecture, which we call FastNeRF, allows for independently caching the position-dependent and ray direction-dependent outputs. Assuming that $k$ and $l$ denote the number of bins for positions and ray directions respectively, caching NeRF would have a memory complexity of $O(k^3 l^2)$. In contrast, caching FastNeRF would have a complexity of $O(k^3 (1 + D \ast 3) + l^2 \ast D)$. As a result of this reduced memory complexity, FastNeRF can be cached in the memory of a high-end consumer GPU, thus enabling very fast function lookup times that in turn lead to a dramatic increase in test-time performance.

While caching does consume a significant amount of memory, it is worth noting that current implementations of NeRF also have large memory requirements. A single forward pass of NeRF requires performing hundreds of forward passes through an eight layer 256 hidden unit MLP per pixel. If pixels are processed in parallel for efficiency this consumes large amounts of memory, even at moderate resolutions. Since many natural scenes (e.g. a living room, a garden) are sparse, we are able to store our cache sparsely. In some cases this can make our method actually more memory efficient than NeRF.

In summary, our main contributions are:

- The first NeRF-based system capable of rendering photorealistic novel views at 200FPS, thousands of times faster than NeRF.
- A graphics-inspired factorization that can be compactly cached and subsequently queried to compute the pixel values in the rendered image.
- A blueprint detailing how the proposed factorization can efficiently run on the GPU.

2. Related work

FastNeRF belongs to the family of Neural Radiance Fields methods [25] and is trained to learn an implicit, compressed deep radiance map parameterized by position and view direction that provides color and density estimates. Our method differs from [25] in the structure of the implicit model, changing it in such a way that positional and directional components can be discretized and stored in sparse 3D grids.

This also differentiates our method from models that use a discretized grid at training time, such as Neural Volumes [18] or Deep Reflectance Volumes [3]. Due to the memory requirements associated with generating and holding 3D volumes at training time, the output image resolution of [18, 3] is limited by the maximum volume size of $128^3$. In contrast, our method uses volumes as large as $1024^3$.

Subsequent to [18, 3], the problem of parameter estimation for an MLP with low dimensional input coordinates was addressed using Fourier feature encodings. After use in [41], this was popularized in [25, 49] and explored in greater detail by [40].

Neural Radiance Fields (NeRF) [25] first showed convincing compression of a light field utilizing Fourier features. Using an entirely implicit model, NeRF is not bound to any voxelized grid, but only to a specific domain. Despite impressive results, one disadvantage of this method is that a complex MLP has to be called for every sample along each ray, meaning hundreds of MLP invocations per image pixel.

One way to speed up NeRF’s inference is to scale to multiple processors. This works particularly well because every pixel in NeRF can be computed independently. For an $800 \times 800$ pixel image, JaxNeRF [6] achieves an inference
speed of 20.77 seconds on an Nvidia Tesla V100 GPU, 2.65 seconds on 8 V100 GPUs, and 0.35 seconds on 128 second generation Tensor Processing Units. Similarly, the volumetric integration domain can be split and separate models used for each part. This approach is taken in the Decomposed Radiance Fields method [35], where an integration domain is divided into Voronoi cells. This yields better test scores, and a speedup of up to $3 \times$.

A different way to increase efficiency is to realize that natural scenes tend to be volumetrically sparse. Thus, efficiency can be gained by skipping empty regions of space. This amounts to importance sampling of the occupancy distribution of the integration domain. One approach is to use a voxel grid in combination with the implicit function learned by the MLP, as proposed in Neural Sparse Voxel Fields (NSVFs) [16] and Neural Geometric Level of Detail [38] (for SDFs only), where a dynamically constructed sparse octree is used to represent scene occupancy. As a network still has to be queried inside occupied voxels, however, NSVFs takes between 1 and 4 seconds to render an 800$^2$ image, with decreases to PSNR at the lower end of those timings. Our method is orders of magnitude faster in a similar scenario.

Another way to represent the importance distribution is via depth prediction for each pixel. This approach is taken in [28], which is concurrent to ours and achieves roughly 15FPS for 800$^2$ images at reduced quality or roughly half that for quality comparable to NeRF.

Orthogonal to this, AutoInt [15] showed that a neural network can be used to approximate the integrals along each ray with far fewer samples. While significantly faster than NeRF, this still does not provide interactive frame rates.

What differentiates our method from those described above is that FastNeRF’s proposed decomposition, and subsequent caching, lets us avoid calls to an MLP at inference time entirely. This makes our method faster in absolute terms even on a single machine.

It is worth noting that our method does not address training speed, as for example [39]. In that case, the authors propose improving the training speed of NeRF models by finding initialisation through meta learning.

Finally, there are orthogonal neural rendering strategies capable of fast inference, such as Neural Point-Based Graphics [11], Mixture of Volumetric Primitives [19] or Pulsar [12], which use forms of geometric primitives and rasterization. In this work, we only deal with NeRF-like implicit functional representations paired with ray tracing.

3. Method

In this section we describe FastNeRF, a method that is 3000 times faster than the original Neural Radiance Fields (NeRF) system [25] (Section 3.1). This breakthrough allows for rendering high-resolution photorealistic images at over 200Hz on high-end consumer hardware. The core insight of our approach (Section 3.2) consists of factorizing NeRF into two neural networks: a position-dependent network that produces a deep radiance map and a direction-dependent network that produces weights. The inner product of the weights and the deep radiance map estimates the color in the scene at the specified position and as seen from the specified direction. This architecture, which we call FastNeRF, can be efficiently cached (Section 3.3), significantly improving test time efficiency whilst preserving the visual quality of NeRF. See Figure 2 for a comparison of the NeRF and FastNeRF network architectures.

3.1. Neural Radiance Fields

A Neural Radiance Field (NeRF) [25] captures a volumetric 3D representation of a scene within the weights of a neural network. NeRF’s neural network $F_{NeRF} : (p, d) \rightarrow (c, \sigma)$ maps a 3D position $p \in \mathbb{R}^3$ and a ray direction $d \in \mathbb{R}^2$ to a color value $c$ and transparency $\sigma$. See the left side of Figure 2 for a diagram of $F_{NeRF}$.

In order to render a single image pixel, a ray is cast from the camera center, passing through that pixel and into the scene. We denote the direction of this ray as $d$. A number of 3D positions $(p_1, \cdots, p_N)$ are then sampled along the ray between its near and far bounds defined by the camera parameters. The neural network $F_{NeRF}$ is evaluated at each position $p_i$ and ray direction $d$ to produce color $c_i$ and transparency $\sigma_i$. These intermediate outputs are then integrated as follows to produce the final pixel color $\hat{c}$:

$$\hat{c} = \sum_{i=1}^{N} T_i(1 - \exp(-\sigma_i \delta_i))c_i,$$  \hspace{1cm} (1)

where $T_i = \exp(-\sum_{j=1}^{i-1} \sigma_j \delta_j)$ is the transmittance and $\delta_i = (p_{i+1} - p_i)$ is the distance between the samples. Since $F_{NeRF}$ depends on ray directions, NeRF has the ability to model viewpoint-dependent effects such as specular reflections, which is one key dimension in which NeRF improves upon traditional 3D reconstruction methods.

Training a NeRF network requires a set of images of a scene as well as the extrinsic and intrinsic parameters of the cameras that captured the images. In each training iteration, a subset of pixels from the training images are chosen at random and for each pixel a 3D ray is generated. Then, a set of samples is selected along each ray and the pixel color $\hat{c}$ is computed using Equation (1). The training loss is the mean squared difference between $\hat{c}$ and the ground truth pixel value. For further details please refer to [25].

While NeRF renders photorealistic images, it requires calling $F_{NeRF}$ a large number of times to produce a single image. With the default number of samples per pixel $N = 192$ proposed in NeRF [25], nearly 400 million calls to $F_{NeRF}$ are required to compute a single high definition (1080p) image. Moreover the intermediate outputs of
this process would take hundreds of gigabytes of memory. Even on high-end consumer GPUs, this constrains the original method to be executed over several batches even for medium resolution (800×800) images, leading to additional computational overheads.

### 3.2. Factorized Neural Radiance Fields

Taking a step away from neural rendering for a moment, we recall that in traditional computer graphics, the rendering equation [9] is an integral of the form

\[
L_o(p, d) = \int_{\Omega} f_r(p, d, \omega_i) L_i(p, \omega_i)(\omega_i \cdot n) d\omega_i, \tag{2}
\]

where \(L_o(p, d)\) is the radiance leaving the point \(p\) in direction \(d\), \(f_r(p, d, \omega_i)\) is the reflectance function capturing the material properties at position \(p\), \(L_i(p, \omega_i)\) describes the amount of light reaching \(p\) from direction \(\omega_i\), and \(n\) corresponds to the direction of the surface normal at \(p\). Given its practical importance, evaluating this integral efficiently has been a subject of active research for over three decades [9, 42, 8, 33]. One efficient way to evaluate the rendering equation is to approximate \(f_r(p, d, \omega_i)\) and \(L_i(p, \omega_i)\) using spherical harmonics [4, 45]. In this case, evaluating the integral boils down to a dot product between the coefficients of both spherical harmonics approximations.

With this insight in mind, we can return to neural rendering. In the case of NeRF, \(F_{NeRF}(p, d)\) can also be interpreted as returning the radiance leaving point \(p\) in direction \(d\). This key insight leads us to propose a new network architecture for NeRF, which we call FastNeRF. This novel architecture consists in splitting NeRF’s neural network \(F_{NeRF}\) into two networks: one that depends only on positions \(p\) and one that depends only on the ray directions \(d\). Similarly to evaluating the rendering equation using spherical harmonics, our position-dependent \(F_{pos}\) and direction-dependent \(F_{dir}\) functions produce outputs that are combined using the dot product to obtain the color value at position \(p\) observed from direction \(d\). Crucially, this factorization splits a single function that takes inputs in \(\mathbb{R}^3\) into two functions that take inputs in \(\mathbb{R}^3\) and \(\mathbb{R}^2\). As explained in the following section, this makes caching the outputs of the network possible and allows accelerating NeRF by 3 orders of magnitude on consumer hardware. See Figure 3 for a visual representation of the achieved speedup.

The position-dependent and direction-dependent functions of FastNeRF are defined as follows:

\[
F_{pos} : p \mapsto \{\sigma, (u, v, w)\}, \tag{3}
\]

\[
F_{dir} : d \mapsto \beta, \tag{4}
\]

where \(u, v, w\) are \(D\)-dimensional vectors that form a deep radiance map describing the view-dependent radiance at position \(p\). The output of \(F_{dir}\), \(\beta\), is a \(D\)-dimensional vector of weights for the \(D\) components of the deep radiance map. The inner product of the weights and the deep radiance map

\[
c = (r, g, b) = \sum_{i=1}^{D} \beta_i(u_i, v_i, w_i) = \beta^T \cdot (u, v, w) \tag{5}
\]

results in the estimated color \(c = (r, g, b)\) at position \(p\) observed from direction \(d\).

When the two functions are combined using Equation (5), the resulting function \(F_{FastNeRF}(p, d) \rightarrow (c, \sigma)\) has the same signature as the function \(F_{NeRF}\) used in NeRF. This effectively allows for using the FastNeRF architecture as a drop-in replacement for NeRF’s architecture at runtime.
3.3. Caching

Given the large number of samples that need to be evaluated to render a single pixel, the cost of computing $F$ dominates the total cost of NeRF rendering. Thus, to accelerate NeRF, one could attempt to reduce the test-time cost of $F$ by caching its outputs for a set of inputs that cover the space of the scene. The cache can then be evaluated at a fraction of the time it takes to compute $F$.

For a trained NeRF model, we can define a bounding box $\mathcal{V}$ that covers the entire scene captured by NeRF. We can then uniformly sample $k$ values for each of the 3 world-space coordinates $(x, y, z) = p$ within the bounds of $\mathcal{V}$. Similarly, we uniformly sample $l$ values for each of the ray direction coordinates $(\theta, \phi) = d$ with $\theta \in (0, \pi)$ and $\phi \in (0, 2\pi)$. The cache is then generated by computing $F$ for each combination of sampled $p$ and $d$.

The size of such a cache for a standard NeRF model with $k = l = 1024$ and densely stored 16-bit floating point values is approximately 5600 Terabytes. Even for highly sparse volumes, where one would only need to keep 1% of the outputs, the size of the cache would still severely exceed the memory capacity of consumer-grade hardware. This huge memory requirement is caused by the usage of both $d$ and $p$ as input to $F_{NeRF}$. A separate output needs to be saved for each combination of $d$ and $p$, resulting in a memory complexity in the order of $\mathcal{O}(k^3l^2)$.

Our FastNeRF architecture makes caching feasible. For $k = l = 1024$, $D = 8$ the size of two dense caches holding $\{(\sigma, (u, v, w))\}$ and $\beta$ would be approximately 54 GB. For moderately sparse volumes, where 30% of space is occupied, the memory requirement is low enough to fit into either the CPU or GPU memory of consumer-grade machines. In practice, the choice $k$ and $l$ depends on the scene size and the expected image resolution. For many scenarios a smaller cache of $k = 512$, $l = 256$ is sufficient, lowering the memory requirements further. Please see the supplementary materials for formulas used to calculate cache sizes for both network architectures.

4. Implementation

Aside from using the proposed FastNeRF architecture described in Section 3.2, training FastNeRF is identical to training NeRF [25]. We model $F_{\text{pos}}$ and $F_{\text{view}}$ of FastNeRF using 8 and 4 layer MLPs respectively, with positional encoding applied to inputs [25]. The 8-layer MLP has 384 hidden units, and we use 128 for the view-predicting 4-layer network. The only exception to this is the $\text{ficus}$ scene, where we found a 256 unit MLP gave better results than a 384 unity MLP. While this makes the network larger than the baseline, cache lookup speed is not influenced by MLP complexity. Similarly to NeRF, we parameterize the view direction as a 3-dimensional unit vector. Other training-time features and settings including the coarse/fine networks and sample count $N$ follow the original NeRF work [25] (please see supplementary materials).

At test time, both our method and NeRF take a set of camera parameters as input which are used to generate a ray for each pixel in the output. A number of samples are then produced along each ray and integrated following Section 3.1. While FastNeRF can be executed using its neural network representation, its performance is greatly improved when cached. Once the cache is generated, we convert it to a sparse data structure using OpenVDB [26], which improves performance and reduces the memory footprint. To further improve performance, we use hardware accelerated ray tracing [32] to skip empty space, starting to integrate points along the ray only after the first hit with a collision mesh derived from the density volume, and visiting every voxel thereafter until a ray’s transmittance is saturated. The collision mesh can be computed from a sign-distance function derived from the density volume using Marching Cubes [20]. We use the same meshing and integration parameters for all scenes and datasets, please see the supplementary for details.

5. Experiments

We evaluate our method quantitatively and qualitatively on the Realistic 360 Synthetic [25] and Local Light Field Fusion (LLFF) [24] (with additions from [25]) datasets used in the original NeRF paper. While the NeRF synthetic dataset consists of 360 degree views of complex objects, the LLFF dataset consists of forward-facing scenes, with fewer images. In all comparisons with NeRF we use the same training parameters as described in the original paper [25].

To assess the rendering quality of FastNeRF we compare its outputs to GT using Peak Signal to Noise Ratio (PSNR), Structural Similarity (SSIM) [43] and perceptual
Figure 4. Qualitative comparison of our method vs NeRF on the dataset of [25] at 8000^2 pixels using 8 components. 
Small cache refers to our method cached at 256^3, and large cache at 768^3. Varying the cache size allows for trading compute and memory for image quality resembling levels of detail (LOD) in traditional computer graphics.

Table 1. We compare NeRF to our method when not cached to a grid, and when cached at a high resolution in terms of PSNR, SSIM and LPIPS, and also provide the average speed in ms of our method when cached. LLFF denotes the dataset of [24] at 504 × 378 pixels, the other dataset is that of [25] at 800^2 pixels. We use 8 components and a 1024^3 cache for the NeRF Synthetic 360 scenes, and 6 components at 768^3 for LLFF. Please see the supplementary material for more detailed results.

<table>
<thead>
<tr>
<th>Scene</th>
<th>NeRF</th>
<th>Ours - No Cache</th>
<th>Ours - Cache</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>LPIPS</td>
<td>PSNR</td>
</tr>
<tr>
<td>Nerf Synthetic</td>
<td>29.54dB</td>
<td>0.94</td>
<td>0.05</td>
<td>29.155dB</td>
</tr>
<tr>
<td>LLFF</td>
<td>27.72dB</td>
<td>0.88</td>
<td>0.07</td>
<td>27.958dB</td>
</tr>
</tbody>
</table>

LPIPS [48]. We use the same metrics in our ablation study, where we evaluate the effects of changing the number of components D and the size of the cache. All speed comparisons are run on one machine that is equipped with an Nvidia RTX 3090 GPU.

We keep the size of the view-dependent cache $F_{\text{cache}}$ view the same for all experiments at a base resolution of 384^3. It is the base resolution of the RGBD cache $F_{\text{cache}}$ pos that represents the main trade-off in complexity of runtime and memory vs image quality. Across all results, grid resolution refers to the number of divisions of the longest side of the bounding volume surrounding the object of interest.

Rendering quality: Because we adopt the inputs, outputs, and training of NeRF, we retain the compatibility with ray-tracing [44, 9] and the ability to only specify loose volume bounds. At the same time, our factorization and caching do not affect the character of the rendered images to a large degree. Please see Figure 4 and Figure 5 for qualitative comparisons, and Table 1 for a quantitative evaluation. Note that some aliasing artefacts can appear since our model is cached to a grid after training. This explains the decrease across all metrics as a function of the grid resolution as seen in Table 1. However, both NeRF and FastNeRF mitigate multi-view inconsistencies, ghosting and other such artefacts from multi-view reconstruction. Table 1 demonstrates that at high enough cache resolutions, our method is capable
Figure 5. Qualitative comparison of our method vs NeRF on the dataset of [24] at 504 × 378 pixels using 6 factors. Small cache refers to our method cached at 256$^3$, and large cache at 768$^3$.

Table 2. Speed comparison of our method vs NeRF in ms. The Chair and Lego scenes are at rendered at 800$^2$ resolution, Horns and Leaves scenes at 504 × 378. Our method never drops below 100FPS when cached, and is often significantly faster. Please note that our method is slower when not cached due to using larger MLPs; it performs identically to NeRF when using 256 hidden units. We do not compute the highest resolution cache for LLFF scenes because these are less sparse due to the use of normalized device coordinates.

<table>
<thead>
<tr>
<th>Scene</th>
<th>NeRF</th>
<th>Ours - No Cache</th>
<th>256$^3$</th>
<th>384$^3$</th>
<th>512$^3$</th>
<th>768$^3$</th>
<th>1024$^3$</th>
<th>Speedup over NeRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chair</td>
<td>17.5K</td>
<td>28.2K</td>
<td>0.8</td>
<td>1.1</td>
<td>1.4</td>
<td>2.0</td>
<td>2.7</td>
<td>6468× - 21828×</td>
</tr>
<tr>
<td>Lego</td>
<td>17.5K</td>
<td>28.2K</td>
<td>1.5</td>
<td>2.1</td>
<td>2.8</td>
<td>4.2</td>
<td>5.6</td>
<td>3118× - 11639×</td>
</tr>
<tr>
<td>Horns*</td>
<td>3.8K</td>
<td>6.2K</td>
<td>0.5</td>
<td>0.7</td>
<td>0.9</td>
<td>1.2</td>
<td>-</td>
<td>3183× - 7640×</td>
</tr>
<tr>
<td>Leaves*</td>
<td>3.9K</td>
<td>6.3K</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
<td>1.5</td>
<td>-</td>
<td>2626× - 6566×</td>
</tr>
</tbody>
</table>

of the same visual quality as NeRF. Figure 4 and Figure 5 further show that smaller caches appear ‘pixelated’ but retain the overall visual characteristics of the scene. This is similar to how different levels of detail are used in computer graphics [21], and an important innovation on the path towards neurally rendered worlds.

**Challenging scenarios:** We theorize that highly reflective surfaces could be a challenge for our method, as $\beta$ might have to change with a high frequency depending on the view direction. In Section 1.1 of suppl. materials we discuss situations where the view-dependent network overfits to the training data and describe a simple solution.

**Cache Resolution:** As shown in Table 1, our method matches or outperforms NeRF on the dataset of synthetic objects at 1024$^3$ cache resolution. Because our method is fast enough to visit every voxel (as opposed to the fixed sample count used in NeRF), it can sometimes achieve better scores by not missing any detail. We observe that a cache of 512$^3$ is a good trade-off between perceptual quality, memory and rendering speed for the synthetic dataset. For the LLFF dataset, we found a 768$^3$ cache to work best. For the Ship scene, an ablation over the grid size, memory, and PSNR is shown in Table 3. For the view-filling LLFF scenes at 504 × 378 pixels, our method sees a slight
Table 3. Influence of the number of components and grid resolution on PSNR and memory required for caching the ship scene. Note how more factors increase grid sparsity. We find that 8 or 6 components are a reasonable compromise in practice.

<table>
<thead>
<tr>
<th>Factors</th>
<th>No Cache</th>
<th>256³</th>
<th>384³</th>
<th>512³</th>
<th>768³</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR↑</td>
<td>Memory</td>
<td>PSNR↑</td>
<td>Memory</td>
<td>PSNR↑</td>
</tr>
<tr>
<td>4</td>
<td>27.11dB</td>
<td>-</td>
<td>24.81dB</td>
<td>0.34GB</td>
<td>26.29dB</td>
</tr>
<tr>
<td>6</td>
<td>27.12dB</td>
<td>-</td>
<td>24.82dB</td>
<td>0.5GB</td>
<td>26.34dB</td>
</tr>
<tr>
<td>8</td>
<td>27.24dB</td>
<td>-</td>
<td>24.89dB</td>
<td>0.71GB</td>
<td>26.42dB</td>
</tr>
<tr>
<td>16</td>
<td>27.68dB</td>
<td>-</td>
<td>25.07dB</td>
<td>1.2GB</td>
<td>26.77dB</td>
</tr>
</tbody>
</table>

Figure 6. Face images rendered using FastNeRF combined with a deformation field network [30]. Thanks to the use of FastNeRF, expression-conditioned images can be rendered at 30FPS.

decrease in metrics when cached at 768³, but still produces qualitatively compelling results as shown in Figure 5, where intricate detail is clearly preserved.

**Rendering Speed:** When using a grid resolution of 768³, FastNeRF is on average more than 3000× faster than NeRF at largely the same perceptual quality. See Table 2 for a breakdown of run-times across several resolutions of the cache and Figure 3 for a comparison to other NeRF extensions in terms of speed. Note that we log the time it takes our method to fill an RGBA buffer of the image size with the final pixel values, whereas the baseline implementation needs to perform various steps to reshape samples back into images. Our CUDA kernels are not highly optimized, favoring flexibility over maximum performance. It is reasonable to assume that advanced code optimization and further compression of the grid values could lead to further reductions in compute time.

**Number of Components:** While we can see a theoretical improvement of roughly 0.5dB going from 8 to 16 components, we find that 6 or 8 components are sufficient for most scenes. As shown in Table 3, our cache can bring out fine details that are lost when only a fixed sample count is used, compensating for the difference. Table 3 also shows that more components tend to be increasingly sparse when cached, which compensates somewhat for the additional memory usage. Please see the supplementary material for more detailed results on other scenes.

6. Application

We demonstrate a proof-of-concept application of FastNeRF for a telepresence scenario by first gathering a dataset of a person performing facial expressions for about 20s in a multi-camera rig consisting of 32 calibrated cameras. We then fit a 3D face model similar to FLAME [13] to obtain expression parameters for each frame. Since the captured scene is not static, we train a FastNeRF model of the scene jointly with a deformation model [30] conditioned on the expression data. The deformation model takes the samples $p$ as input and outputs their updated positions that live in a canonical frame of reference modeled by FastNeRF.

We show example outputs produced using this approach in Figure 6. This method allows us to render $300 \times 300$ pixel images of the face at 30 fps on a single Nvidia Tesla V100 GPU – around 50 times faster than a setup with a NeRF model. At the resolution we achieve, the face expression is clearly visible and the high frame rate allows for real-time rendering, opening the door to telepresence scenarios. The main limitation in terms of speed and image resolution is the deformation model, which needs to be executed for a large number of samples. We employ a simple pruning method, detailed in the supplementary material, to reduce the number of samples. Finally, note that while we train this proof-of-concept method on a dataset captured using multiple cameras, the approach can be extended to use only a single camera, similarly to [7].

Since FastNeRF uses the same set of inputs and outputs as those used in NeRF, it is applicable to many of NeRF’s extensions. This allows for accelerating existing approaches for: reconstruction of dynamic scenes [30, 34, 14], single-image reconstruction [39], quality improvement [35, 47] and others [28]. With minor modifications, FastNeRF can be applied to even more methods allowing for control over illumination [2] and incorporation of uncertainty [22].

7. Conclusion

In this paper we presented FastNeRF, a novel extension to NeRF that enables the rendering of photorealistic images at 200Hz and more on consumer hardware. We achieve significant speedups over NeRF and competing methods by factorizing its function approximator, enabling a caching step that makes rendering memory-bound instead of compute-bound. This allows for the application of NeRF to real-time scenarios.
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