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Abstract

Interactive retrieval for online fashion shopping pro-
vides the ability to change image retrieval results according
to the user feedback. One common problem in interactive
retrieval is that a specific user interaction (e.g., changing
the color of a T-shirt) causes other aspects to change inad-
vertently (e.g., the retrieved item has a sleeve type different
than the query). This is a consequence of existing methods
learning visual representations that are semantically entan-
gled in the embedding space, which limits the controllability
of the retrieved results. We propose to leverage on the se-
mantics of visual attributes to train convolutional networks
that learn attribute-specific subspaces for each attribute to
obtain disentangled representations. Thus operations, such
as swapping out a particular attribute value for another,
impact the attribute at hand and leave others untouched.
We show that our model can be tailored to deal with dif-
ferent retrieval tasks while maintaining its disentanglement
property. We obtain state-of-the-art performance on three
interactive fashion retrieval tasks: attribute manipulation
retrieval, conditional similarity retrieval, and outfit com-
plementary item retrieval. Code and models are publicly
available".

1. Introduction

Content-based image retrieval has been a fundamental
computer vision task for decades. More recently, this task
has evolved in the direction of enabling users to provide
additional forms of interaction (e.g., sentences, attributes
and clicks) along with the query image. Interactive im-
age retrieval [11, 15, 57] is relevant in the context of on-
line shopping, specifically for product categories for which
appearance is one of the pre-eminent factors for selec-
tion, such as fashion items. In this context, it is not only
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Figure 1: Disentangled representation of images with a sub-
space for each attribute that can be used for attribute manip-
ulation retrieval, conditional similarity retrieval and outfit
complementary item retrieval.

necessary to train expressive visual representations of im-
ages [22, 33, 16, 42, 46], but also to empower the model
with the ability of understanding interactions of the user and
modify the search results accordingly.

One of the main limitations of existing methods for in-
teractive image retrieval [11, 26, 15, 10, 57, 3, 36, 48] is
that representations are semantically entangled in the em-
bedding space. An interaction that involves a specific aspect
of the image (e.g., changing the color of a T-shirt) causes
other entangled aspects to change inadvertently (e.g., sleeve
type or neck style). In our work, we advocate that dis-
entanglement plays a fundamental role in interactive fash-
ion retrieval for obtaining more controllability and inter-
pretability of the search results, and therefore handling the
aforementioned limitation. We leverage on the semantics of
visual attributes to train convolutional networks that learn
attribute-specific subspaces via separate loss functions for
each attribute. Our disentangled representations thus con-
sist of the concatenation of attribute-specific embeddings,
as shown in Figure 1. In this way, it is possible to apply
operators directly on the desired subspace selected by the
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interaction without affecting the other subspaces. Thus op-
erations, such as swapping out a particular attribute value
for another, impact the attribute at hand and leave others
untouched.

The proposed disentangled representation is effective on
several interactive retrieval tasks as showed in Fig. 1: at-
tribute manipulation retrieval [57, 3], where the interaction
comes from a change of attribute; conditional similarity re-
trieval [45, 35], where the retrieved results are conditioned
on specific attributes; and outfit complimentary item re-
trieval [44, 18, 31]. In the latter problem, we are given an
incomplete fashion outfit, and the user can search for items
in the missing category (e.g. tops or bottoms) that are com-
patible with the given outfit. Different from previous work
where disentanglement is optimized to deal with one spe-
cific task [45, 31, 3], our model can be tailored to preserve
disentanglement of attribute-specific embeddings for differ-
ent interactive retrieval tasks.

To perform attribute manipulation, we introduce a mem-
ory module which stores the prototype embeddings of each
attribute value. The memory module enables our model
to swap out the attribute representation of the query image
that should be modified with the stored prototype of the de-
sired attribute. This generates a residual embedding which
is composed to the attribute-specific representation of the
original image to obtain the target representation, which is
used for retrieval. In order to allow the manipulation of
disentangled representations, we enforce the memory block
to be block-diagonal and introduce a memory-block loss
to preserve its structure and update the prototype embed-
dings. Moreover, we introduce a novel visual-semantic con-
sistency loss that aims to align the prototype embedding
projected from the attribute label with the embedding ex-
tracted from the image. For the conditional similarity re-
trieval task, we can directly select the subspace related to
the conditioning attribute to perform the retrieval. Com-
pared to [45, 35], our method is simpler, yet effective, lead-
ing to state-of-the-art results.

Previous work for outfit compatibility and outfit comple-
mentary item retrieval [44, 18, 31] does not investigate se-
mantic disentanglement of representations. Our hypothesis
is that disentanglement enables to capture complementar-
ity in the different subspaces focusing on specific attributes.
In other words, a matching outfit should be composed of
items that match along several attributes, e.g. in color, style,
etc. We tailor our disentangled embedding via learnable at-
tention weights which depend on the category of the query
image and of the desired target. Our model shares similari-
ties with [31], however our embedding can be separated and
disentangled into attribute-specific subspaces.

To prove the effectiveness of our method, we ran experi-
ments and a thorough ablation study, obtaining state-of-the-
art results for: attribute manipulation retrieval, +2.63% top-

10 accuracy on Shopping100k [4] and +8.58% on Deep-
Fashion [33]; conditional similarity retrieval, +1.24% accu-
racy on Shopping100k [4] and +0.58% on Zappos50k [54];
outfit complimentary item retrieval, +1.48% recall at 30 on
Polyvore-Outfit [44].

To summarize, our contributions are the following: 1)
We demonstrate that learning attribute-driven disentangled
representations improves controllability and effectiveness
of models on different interactive retrieval tasks. 2) We tai-
lor our model to attribute manipulation retrieval while in-
troducing a novel visual-semantic consistency loss and a
block-diagonal memory module. 3) We show that disen-
tangled representations can learn conditional similarity for
image retrieval and compatibility for outfit complementary
item retrieval. 4) We achieve state-of-the-art performance
in three different applications.

2. Related Work

Disentangled representations. Disentangled represen-
tation learning [1, 6, 34] has recently gained attention due
to its properties of robustness, interpretability and control-
lability required in many applications. Recent unsupervised
approaches rely on variants of variational autoencoders [9,
20, 25] and Generative Adversarial Networks [7, 21, 32, 49]
(GAN). Other approaches use a supervisory signal in the
form of visual attributes to encourage disentanglement of
target subspaces [56, 58, 59]. In the fashion domain, dis-
entanglement remains less explored given the challenges of
obtaining clean data and annotations. [38] extends corre-
lation networks [8] by initializing the weight matrix of the
projection layer to be diagonal in correspondence of three
attribute types. [53] proposes a conditional GAN to gener-
ate garment images with control of color, texture and shape
characteristics. Our method relies on the supervisory signal
of fashion attributes to maintain disentanglement in the em-
bedding space, which is tailored to different retrieval tasks.

Attribute manipulation retrieval. Attribute manipula-
tion retrieval of fashion images is a recent research prob-
lem. AMNet [57] proposes a memory block with an internal
memory and a neural controller, and an attribute manipula-
tion fusion module. FashionSearchNet [3, 2] uses attribute
locations to perform the manipulation using attribute activa-
tion maps that are trained in a weakly-supervised way. More
recent methods rely on GANs to synthesize images while
modifying certain attributes [5, 52, 30, 28], but their focus
is often on novel image generation rather than retrieval of
matching images. AMGAN [52] is trained via a metric
learning-based loss function for retrieval, while [41] ma-
nipulates image features directly rather than working in the
pixel space. Attribute manipulation methods [55, 24, 30]
have been proposed when queries are specified in form of
natural language modifications. Existing models do not
consider disentanglement, e.g., AMNet has an attribute ma-
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nipulator module which is a fully connected layer and Fash-
ionSearchNet learns the global representation that fuses dif-
ferent subspaces and thus introduces entanglement.

Conditional similarity retrieval. Measuring the simi-
larity between images is essential in many retrieval applica-
tions [12, 39]. In practice, similarity is often conditioned
on a specific property, especially when user interactions
are allowed, e.g. search for items with similar color. [45]
proposes a conditional similarity network that factorizes
learned embeddings into distinct latent spaces via learned
re-weighted masks. [35] introduces attribute-specific spa-
tial attention and channel attention to learn multiple embed-
ding spaces. [43] proposes a model that learns representa-
tions with different notions of similarity without category
supervision via a set of parallel similarity condition masks.
In comparison with previous works that learn masks to se-
lect relevant dimensions, our model can be used directly
for retrieval by simply extracting the attribute-specific rep-
resentation of each individual semantic subspace.

Outfit compatibility. The main objective is to model
the compatibility between fashion items in an outfit [44,
50]. Earlier approaches learn a transformation (e.g. using
Siamese nets) from images into a latent feature space that
expresses compatibility [46, 29]. [18] considers the outfit
as an ordered sequence of items encoded with a Bi-LSTM
to predict the next item. [13] uses graph CNNs to capture
relational information between items and model compati-
bility. Our method is related to the attribute-based fashion
compatibility learning approaches [37, 33, 47]. Some of
these approaches utilize attributes to model the compatibil-
ity in an interpretable way [17, 50, 14]. Since the outfit
items belong to different apparel categories, some meth-
ods [31, 43, 44] introduce category-specific embedding sub-
spaces. [51] models category relationships via a vector
translation operation. For complementary item retrieval,
[31] proposes an outfit ranking loss that operates on entire
outfits rather than pairs of fashion items. Our method is in-
spired by [31] with the advantage that our subspaces retain
their semantics (attributes) and are kept disentangled in the
final embedding via category-specific weights.

3. Method

First, we introduce the architecture for learning attribute-
driven disentangled representations in Sec 3.1. Then, we
describe novel frameworks which rely on the disentangled
representation for three retrieval tasks: attribute manipula-
tion retrieval in Sec 3.2, conditional similarity retrieval in
Sec 3.3 and outfit complementary item retrieval in Sec 3.4.

3.1. Attribute-driven Disentanglement

Our objective is to create a model that is able to disentan-
gle semantic factors in different subspaces and is effective
for different fashion retrieval tasks. Therefore we consider

visual attributes as supervisory signal to guide the learning
of disentangled representations. Figure 1 shows the archi-
tecture for the attribute-specific representations. We first
use a deep CNN, e.g. AlexNet [27] or ResNet [19], as the
backbone network to encode the representation f,, of an im-
age I,,. The choice of the backbone comes from previous
works that we compare to.

Let us assume we have a predefined list of attributes
(e.g., color, style, fabric) of length A which we index with
the symbol a. Each attribute a is associated with a list of
possible attribute values (v}, v2, ..., vJe), where J, is the
total number of possible values for that attribute. The image
representation f;, is fed into a fully-connected two-layer net-
work for each attribute a which maps £, to attribute-specific
subspaces r,, , = ¢4(f,). Then, the representation r,, , is
used to predict the attribute values for the given image via
a classification layer made of a fully-connected layer with
softmax: gy, o = softmax(ry,q).

We supervise the training of such subspaces via indepen-
dent multi-label attribute-classification tasks defined in the
form of a cross-entropy loss as follows:

N A
Lcls - - Z Z log(p(yn,a|@n,a))7 (1)

n=1a=1

where y,, o is the ground-truth label of the image I,, for at-
tribute a, ¢, , is the output of the softmax layer, and N is
the number of samples in the training set.

The disentangled representation of a given image I, is
obtained by concatenating the attribute-specific embeddings
r, = (tn1,... Ty a), where r,, € R4 and d is the di-
mension of each attribute-specific embedding. We call the
proposed CNN architecture that extracts such a disentan-
gled representation for an image the Attribute-Driven Dis-
entangled Encoder (ADDE).

3.2. Attribute Manipulation Retrieval

We formulate attribute manipulation retrieval as fol-
lows. Given a query image I,, which has associated at-
tribute values v, = (v),v2,...,v]), the goal is to find
a target image I,, whose attribute description is v, =
(vp,v2, ..., vy)), and differs from v, only for a subset of
selected attributes. Note that to simplify the notation we

merged all attribute values for different attributes into a
A
single list v = (v, v2 ... 0v7), where J = 3 J,. It

is always possible to group back the values intc;l a%tribute—
specific subspaces, so that we can maintain their seman-
tics. We use one-hot encoding for each v7: attribute values
present in an image are encoded with 1s, the rest with Os.
We introduce a memory block M € R4/ which
enables ADDE to perform attribute manipulation. It stores
prototype ADDE embeddings for each attribute value, e.g.,
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Figure 2: Model for attribute manipulation retrieval. The Attribute-Driven Disentangled Encoder (ADDE) extracts image
representations. The memory block M, which stores prototype disentangled embeddings, is combined with the manipulator
vector i and added to the representation of the query image r,. The compositional representation r’ should be as close as
possible to the representation of the target image r,,. See text for more details.

for the color attribute, we will have a prototype embedding
for each specific color in the dataset. Inspired by [57], we
initialize the memory block by averaging the ADDE embed-
dings (Sec 3.1) of those training images that have the same
attribute value. These representations comprise the initial
prototype embeddings and are stored in the columns of the
memory block:

el ... €' 0 ... 0 0 ... 0
Mo |0 0 e e 0 ... 0
0 0 0 0 ey ... jA

where e/ denotes the prototype embedding for the j-th at-
tribute value of the attribute a.

Fig. 2 depicts the proposed model for attribute manip-
ulation. The query and target images are encoded using
ADDE, as in Sec. 3.1, into r,; and r, respectively. To rep-
resent the attribute manipulations, we build a manipulation
vectori = v, —v, = (il,i2,...,i”), wherei € {~1,1,0}
corresponds to removing an attribute value, adding it, or
keeping it unchanged. Given the query embedding r,, the
manipulation vector i and the memory block M, we com-
pute the target compositional representation r’ as:

r' =r, + Mi. )

The intuition of Eq. 2 is that the original representation r,
is modified by a subset of prototype attribute-specific rep-
resentations in M which are positively or negatively signed

by the manipulation vector. This compositional embedding
is used to search the database of images to find those images
that have the target attribute values specified in the manip-
ulation vector. Technically, our model can deal with the
manipulation of multiple attributes based on how the ma-
nipulation vector i is constructed.

During training, we jointly optimize ADDE and the
memory block with different loss functions described be-
low.

Memory block loss. During training, the prototypes
in the memory block are updated. To ensure that we pre-
serve the disentanglement, we need to enforce the mem-
ory block to maintain its block-diagonal structure with off-
block-diagonal zeros. We introduce a regularization loss on
the non-diagonal elements, which is inspired by [38]:

mem, ||M ONHlv (3)
v, O ... 0
0 1y, ... O

N=1p-D, D= G

0 0 ... 1m,
where 1., denotes a matrix of ones of size d x J,, o is
the element-wise multiplication, D indicates the elements
in diagonal blocks and A/ corresponds to the non-diagonal
elements. The L1-norm regularization loss helps to curb

the mixing of different attribute-specific embeddings during
training.
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Compositional triplet loss. We introduce a composi-
tional triplet loss to encourage the compositional represen-
tation r’ to be close to the positive representations with the
desired attributes. Given the query image and a randomly
generated manipulation vector, we select a positive sample
that has the desired target attribute labels, and randomly
choose a negative sample that has different attribute labels.
Then, the compositional triplet loss is defined as:

Lo = max (0,d(x',rper) — d(x/,rpet) +m),  (5)

where rpc: and r;,c: are the normalized disentangled repre-
sentations of the positive and negative sample respectively,
m is the margin parameter, and d(-) is the L2 distance.
Consistency loss. Because of the diagonal structure of
our memory, we can project the attribute label vector into
the disentangled embedding space directly. Intuitively, as
the attribute label vector and the image characterize the
same image, they should encode the same semantic infor-
mation, hence the representation extracted from the image
should be close to the representation projected from the at-
tribute label vector. To this end we introduce a novel loss
function that encourages this semantic consistency:

L. =d(ry, Mvy) +d(x', Mvpet) +d(rpet, MVyet), (6)

where v, vpet, vier are the attribute label vectors of the
reference image, positive sample and negative sample gen-
erated according to the manipulation task. The consistency
loss helps to align the prototype embeddings in the mem-
ory block with learned embeddings, which is beneficial
for attribute manipulation. On the other hand, the proto-
type embeddings can be regarded as pseudo-supervision for
attribute-specific representation learning.

Label triplet loss. We finally add a last triplet loss that
encourages images with the same attributes to have similar
representations:

Ly = max (0,d(rq, rpe) — d(rg,rp) +m), (7

where rp+ and r,,;+ are the normalized disentangled rep-
resentations for the positive and negative samples respec-
tively. The positive samples are those that have the same
ground truth attribute labels as the reference images.

The overall loss is the weighted sum of individual losses
and is described in the Supplementary material.

Testing. We first extract disentangled representations r,,
for each image to create the index. To perform attribute ma-
nipulation retrieval, given a query image I, and the manip-
ulation vector i, we compute the compositional representa-
tion (Eq. 2) and perform KNN search of the index to find
the items with the matching modified attributes.

3.3. Conditional Similarity Retrieval

ADDE embeddings described in Sec. 3.1 encode condi-
tional similarity naturally, i.e. when searching for images

with a given attribute (e.g., similar color). In particular, we
finetune ADDE for this task using a standard triplet loss.
Then, we can directly select the subspace of the query em-
bedding specified by the provided condition and perform
KNN search to find the relevant items conditioned on the
user-specified attribute(s).

3.4. Outfit Complementary Item Retrieval

Outfit item compatibility can be addressed in the seman-
tic space of attributes. Intuitively, to determine if two items
are compatible, we can verify if their attributes are harmo-
nious, e.g. if the color blue goes well with yellow, or if
the A-shape top fits well with the skinny pants. Therefore,
ADDE can be adopted for modeling compatibility.

Figure 3 illustrates the overview of our model. ADDE
from Sec 3.1 extracts disentangled representations r,, of
each input image [,, of an outfit. We then add one fully-
connected layer for each attribute: z,, , = 14 (rn,,). The
category of the item in an outfit and the category of the tar-
getitem to retrieve are encoded as one-hot vectors (¢, and ¢;
respectively), concatenated and fed into a fully-connected
two-layer network with softmax output as in [31]: w =
k((cr,ct)). The vector w € R4 contains attentional
weights (as in Figure 3) that are multiplied to each attribute
embedding to change the focus on specific attributes that are
important for the provided target category: vy q = Wy Zn, q-

Training. We adopt the same procedure proposed
in [31], which consists of optimizing the outfit ranking loss
that considers distances on entire outfits rather than on sin-
gle items. Note that, compared to [31], our model retains
the attribute semantics in the different output subspaces
“Yn,a-> and thus preserves disentanglement.

Testing. We create the index by computing the attribute-
specific embeddings for each image v, = (Vn,1,.--Yn,A)-
During retrieval, we compute 7y, for each image in the query
outfit given its category and the target category. We per-
form KNN with such representation to retrieve the compat-
ible items for the given outfit. We fuse the ranking scores
from items in the same query outfit by taking their average.

4. Experiments

We evaluate our method on three interactive fashion re-
trieval tasks: attribute manipulation retrieval, conditional
similarity retrieval, and outfit complementary item retrieval.
Implementation details are provided in the supplementary
material.

4.1. Attribute Manipulation Retrieval

We experimented with two datasets commonly-used for
the task: Shopping100k [4] and DeepFashion [33]. Shop-
ping100k contains clothing images with 12 attributes and
151 attribute values. We use the same splits provided in
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Shopping 100k DeepFashion

Top-10  Top-20  Top-30  Top-40  Top-50 | Top-10  Top-20  Top-30  Top-40  Top-50
AMNet [57] 25.62 36.13 42.94 47.71 51.64 14.11 19.39 22.94 25.51 27.58
FSN [3] 38.41 47.44 57.17 61.62 66.70 - - - - -
ADDE-M w/o L. 36.67 48.13 55.39 60.54 64.37 21.66 27.28 30.83 33.30 35.24
ADDE-M w/0 Lyem 39.77 51.95 58.82 63.26 66.72 22.67 27.89 31.11 33.52 35.43
ADDE-M w/o L¢¢ 40.73 52.15 58.41 62.91 66.57 22.82 27.39 30.15 32.23 33.89
ADDE-M w/o Ly; 39.56 51.41 57.74 61.91 65.34 22.70 27.95 30.99 33.10 34.93
ADDE-M 41.17 52.93 59.81 64.10 67.29 23.60 28.58 31.52 33.98 35.91

Table 1: Top-k retrieval accuracies on Shopping100k and DeepFashion for attribute manipulation. ADDE-M is our method.

ranking
loss

target category

Figure 3: Model for outfit complementary item retrieval.
ADDE extracts image representations. The input and target
categories are used to predict attentional weights used to
compose the target representation.

[3]: 80,586 training images and 20,000 testing images. For
DeepFashion, we used 3 out of the 6 attributes (category,
texture and shape) as in [3], and removed under-represented
attribute values and images that have more than one at-
tribute labels for each type. We are left with 91,285 training
images, 22,663 testing images and 202 attribute values. For
both datasets, we used 2,000 query images, and for each
query every possible manipulation is applied.

We used standard evaluation metrics to measure the per-
formance: 1) top-k retrieval accuracy, defined as the num-
ber of “hit” queries divided by the total number of queries.
A query is considered a “hit” if there is one image within
the returned top-k nearest neighbours that has matching ex-
pected attributes; and 2) Normalized Discounted Cumula-
tive Gain (NDCG@Xk) [23], defined as:

1 k orel(j )—1
EZ log(j + 1) ®
j=1
where rel(j) is the attribute relevance score for the j-th
ranked image defined as the number of matching attributes
between the desired label and the ground-truth label of j-th
ranked image divided by the total number of attribute types;
Z is a normalization constant.

To better measure the ability of preserving attributes that
should not be modified, we also compute two variants of

the standard NDCG metric: NDCG; and NDCG,. Their
formula is similar to Eq. 8, the only difference being in how
they compute the relevance scores rel(j). NDCG; focuses
specifically on the target attribute to be manipulated, hence
rel(j) will only be 0 or 1. On the other hand, NDCG, only
considers the rest of the attributes that should be kept fixed.

We compare our method to two state-of-the-art methods,
namely AMNet [57] and FSN [3]. To fairly compare with
AMNet, we reimplemented it and experimented with the
same train/test splits. We confirmed that results are simi-
lar to the ones reported in [3]. We also made sure that all
methods use the same backbone (AlexNet) and that the di-
mensions of final representations are comparable: e.g. for
Shopping 100k, the dimension of AMNet and FSN is 4096
and ours is 4080.

Table 1 reports the top-k retrieval accuracies for the pro-
posed model (named ADDE-M) compared to the state-of-
the-art methods. ADDE-M achieves the best performance,
with the top-30 accuracy being +2.63% higher than FSN on
Shopping100k. Different from FSN, ADDE-M does not use
attribute localization or extra parameters to learn global rep-
resentations, which makes our training simpler. Compared
to AMNet, which also utilizes a memory block, ADDE-M
shows a significant improvement of +19.14% for top-30 ac-
curacy on Shopping100k and +8.52% on DeepFashion. Ta-
ble 2 reports results in terms of NDCG metrics with £ = 30
nearest neighbors. Our method outperforms AMNet? on the
two datasets using both NDCG; and NDCG, variants, indi-
cating that our disentangled representation cannot only per-
form the attribute manipulation successfully, but also better
preserves the rest of the attributes. Figure 4 shows qualita-
tive results for attribute manipulation retrieval.

We further evaluate ADDE-M in an ablation study to
demonstrate the effectiveness of the different loss functions
Le, Lyem, Ley and Ly, Results in Table 1 show that all loss
functions are required to improve performance. This is es-
pecially true for the consistency loss L. and the memory
block loss Ly,em, demonstrating the importance of preserv-
ing disentanglement for attribute manipulation retrieval. In-
terestingly, even without the compositional triplet loss L,

2NDCG is only reported for AMNet and is not used in the FSN pa-
per [3].
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Figure 4: Top-5 retrieval results for attribute manipulation retrieval.
The green boxes denote images that match all desired attributes.

Shopping 100k DeepFashion
AMNet [57] | ADDE-M | AMNet [57] | ADDE-M
NDCG@30 0.7148 0.7367 0.2821 0.3291
NDCG; @30 0.4010 0.4305 0.3347 0.3470
NDCG, @30 0.7571 0.7779 0.2947 0.3629

Table 2: NDCG@30 on Shopping100k and DeepFashion
for attribute manipulation.

we obtain better results than FSN, since the consistency loss
L. and the label triplet loss L;; can already guide the modi-
fied representations to be close to the target representations.

4.2. Conditional Similarity Retrieval

We experimented on Shoppingl00k and Zappos50k
shoes [54] and considered two tasks: conditional similarity
triplet prediction as done in [45] and conditional similarity
retrieval. For triplet prediction, we sampled 954,091 train-
ing triplets and 118,317 testing triplets for Shopping100k
and we use the splits provided by [45] for Zappos50k. We
introduce the conditional similarity retrieval task as it rep-
resents a more realistic scenario: the objective is to retrieve
images having the specified conditional attribute, which is
selected from the attributes of the query. For this task, we
generated 2,000 queries for each attribute from the test set.

We used prediction accuracy as the performance metric
for triplet prediction as done in [45], and additionally Mean
Average Precision@k (MAP) [40] for retrieval. We com-
pared our method with CSN [45] and ASEN [54]. To obtain
a fair comparison on different datasets and to run experi-
ments on the retrieval task, we reimplemented CSN with
the same embedding size as ours (d = 340), and all meth-
ods use ResNet18 as backbone.

Table 3 reports the accuracy results for triplet prediction
on Shopping100k and Zappos50k. One can observe that
CSN°® (our implementation) has similar results of the orig-

Query Image Retrieval results

Category

Color l

i
" s

L7

/

Figure 5: Qualitative results for conditional simi-
larity retrieval.

-

Method Shopping100k | Zappos50k
CSN [45] - 89.27
CSN°® [45] | 86.07 89.67
ASEN [54] | - 90.79

[ ADDE-C | 8731 [ 9137 |

Table 3: Accuracy results for conditional similarity triplet
prediction on Shopping100k and Zappos50k. © denotes that
we reproduced the method with the same dimension as ours.
ADDE-C is our method.

Shopping 100k Zappos50k
CSN° [45] | ADDE-C | CSN° [45] | ADDE-C
MAP@10 90.39 90.49 89.25 90.50
MAP@30 82.64 82.98 81.60 83.57
MAP@50 79.63 80.09 78.90 80.96

Table 4: MAP @k results for conditional similarity retrieval
on Shopping100k and Zappos50k.

inal CSN on Zappos50k. Moreover, our method (named
ADDE-C) outperforms all the competitors for both con-
ditional similarity triplet prediction (Table 3) and retrieval
(Table 4). It is worth noting that CSN requires both the im-
age and the conditional attribute to obtain the embedding,
i.e., multiple embeddings need to be computed by enumer-
ating all conditional attributes. ADDE-C is more efficient
since we compute a single embedding per image and then
select the subspace specified by the condition. Qualitative
results for conditional similarity retrieval are shown in Fig-
ure 5.

4.3. Outfit Complementary Item Retrieval

We experimented with the Polyvore-Outfit dataset [44],
which contains 11 apparel categories and has two sets (dis-
joint and non-disjoint). The non-disjoint set contains 53,306
outfits for training and 10,000 outfits for test. The disjoint
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Figure 6: Top-10 retrieval results for outfit complementary retrieval. The green boxes denote the target complementary items.

Polyvore Outfits-D Polyvore Outfits
Retrieval FITB | Compat. Retrieval FITB | Compat.
Method Rec@10 | Rec@30 | Rec@50 | Acc. AUC Rec@10 | Rec@30 | Rec@50 | Acc. AUC
Type-aware [44] 3.66 8.26 11.98 51.80 0.81 3.50 8.56 12.66 52.90 0.81
SCE-Net average [43] 441 9.85 13.87 53.67 0.82 5.10 11.20 15.93 59.07 0.88
CSA-Net [31] 5.93 12.31 17.85 59.26 0.87 8.27 15.67 2091 63.73 0.91
[ ADDE-O [ 6.18 [ 13.79 [ 18.60 [ 60.53 [ 0.88 [ 8.10 [ 16.02 [ 21.57 [ 65.16 [ 0.93 ]

Table 5: Results for different tasks on the Polyvore-Outfit dataset. *-D’ means the disjoint set. Complementary retrieval is
measured with recall@k, FITB with accuracy, while compatibility prediction with AUC.

set is smaller with 16,995 training outfits and 15,154 test
outfits. We use the same experimental setup of [31].

We measured the performance for outfit compatibility
for three different tasks. 1) Fill-In-The-Blank (FITB): the
goal is to select the compatible item given a set of candi-
date items (four in case of the Polyvore dataset) and the
remainder of the outfit, and the performance is evaluated by
overall accuracy. 2) compatibility prediction: the task is to
predict if the items in a candidate outfit are compatible with
each other, and the area under the receiver operating char-
acteristic curve (AUC) is used for evaluation. 3) outfit com-
plementary item retrieval: the goal is to retrieve the com-
plementary items from the target category, and recall @k is
used for evaluation.

We compare our method (named ADDE-O) with three
related approaches: Type-aware [44], SCE-Net [43], and
the state-of-the-art CSA-Net [31]. For a fair comparison,
ADDE-O uses the same backbone network as CSA-Net
(ResNetl18). ADDE is trained on Shoppingl00k, since
Polyvore-Outfit does not contain attribute information. To
ensure transferability of attributes between most apparel
categories in Polyvore-Outfit, we selected 5 attributes out
of the 12 available: category, color, fabric, fit and pattern.

Table 5 reports the results for the three outfit tasks. One

can notice that ADDE-O significantly outperforms Type-
aware [44] (+2.52% recall@10) and SCE-Net [43] (+1.77%
recall@10) in all three tasks. CSA-Net performs similarly
to ADDE-O for recall@10, but we have a significant im-
provement for recall@30 (+1.48%) and for the FITB task
(+1.27%). Qualitative results for outfit complementary re-
trieval are shown in Figure 6.

5. Discussion and Conclusions

We demonstrated that learning attribute-driven disentan-
gled representations improves controllability and effective-
ness in interactive fashion retrieval. We tailored our solution
to different tasks (attribute manipulation, conditional simi-
larity and outfit complimentary item retrieval) while intro-
ducing novel components which enable the preservation of
disengagement. Our experiments show that ADDE-* out-
performs the state-of-the-art for each task, confirming the
importance of preserving disentanglement. One future di-
rection is to explore the controllability given by disentan-
glement in the context of more flexible interactive appli-
cations, which involve language for example. Moreover,
further investigation should focus on unsupervised or semi-
supervised learning of disentangled representations, i.e.,
when attribute supervision is only partially available.
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