














Figure 3. Training curves for CORPm model on Something Something-V2 dataset. Left figure: CrossEntropy Loss (Lower is Better). Middle
figure: Total Accuracy (Higher is Better). Right figure: Pair Accuracy (Higher is Better).

larger K still makes better performance since the number of
temporal positive-negative pairs is O(K2).

Decoupling attention vs. Mixed attention: Given two
video clips, we need to model their relations given their
feature vectors. As discussed in Section 3, a simple idea
is to use the mixed attention (multi-head attention). We
propose decoupling attention that decouples symmetric and
anti-symmetric patterns in the mixed attention. Figure 3
shows the performance during pre-training. Total Accuracy
is the ratio of completely correct video pairs (“completely”
means that all clip pairs in the video pair are classified cor-
rectly) to all video pairs. Table 5c shows the linear evaluation
performance of the two kinds of attention. Decoupling at-
tention is better than the original mixed attention in both
pre-training and downstream tasks.

Number of layers in the perceptron: The CORPm

model use a small perceptron given the pair relation to learn
the 3-way classification (Equation 2). Table 5d shows that a
deeper perceptron still helps even the nonlinear projection
head is deep.

Number of pre-training epochs: Table 5e shows the
results of training 100 and 200 epochs for SimCLR-based,
CORPf and CORPm models. The performance comparison
is consistent in different number of pre-training epochs.

Classification results analysis: We analyse the cate-
gory accuracies for SimCLR-based, CORPf and CORPm

models. We show 1) some categories that all three mod-
els have good/similar performances and 2) some categories
that CORPf and CORPm models have very different perfor-
mances with the SimCLR-based method.

As shown in Table 7, SimCLR can achieve similar perfor-
mance in the above 5 categories with our models. From the
category name, these categories do not require strong tempo-
ral reasoning. A single frame can help recognize “holding
something” or “plugging something into something”. A lin-
ear fusion of several frame features is enough for “tearing
something into 2 pieces” since it is not likely to reverse the
action and reconstruct 2 pieces into something. Our meth-
ods can have limit advantages over SimCLR over the first

Category SimCLR CORPf CORPm

Tear something into 2 pieces 77.0 84.3 87.4
Approach sth with camera 61.2 88.8 93.1
Show something behind sth 59.6 62.8 65.1
Plug something into sth 58.9 65.4 70.8
Hold something 29.9 26.9 30.5

Move sth and sth closer 41.4 74.1 78.3
Move sth and sth away 30.0 73.7 80.2
Move something up 34.2 51.1 58.9
Move something down 23.5 67.2 67.2

Table 7. Category accuracies of three models. “sth” is short for
“something”. Three models have similar performance on the above 5
categories, but very different performances on the next 4 categories.

four categories. However, the next 4 categories cannot be
correctly classified without temporal learning since the mov-
ing directions along time dimension is the required pattern.
If we reverse one video of “Moving something up” in the
time dimension, and it turns out to be “Moving something
down”. The accuracies of SimCLR model is almost half
of our models. It shows the strong temporal learning abil-
ity of our model, as well as the necessity of evaluation on
Sth-SthV2 dataset for video self-supervised learning.

A recent work [12] shows fine-tuning results of Sth-
SthV2 dataset. The fine-tuning results of R30-50 models
of four popular contrastive framework (SimCLR, BYOL
[18], etc) ranges from 52.8% to 55.8%. The CORPm model
achieves 61% fine-tuning accuracy on Sth-SthV2 validation.

5. Conclusion

We introduce a contrast-and-order framework for self-
supervised video representations learning on spatial and
temporal dimensions. Two implementations CORPf and
CORPm are proposed for different scenarios whose efficacy
is verified on Kinetics400 and Something-something V2
dataset. Our CORP model consistently outperform existing
competitors by a significant margin.








