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Abstract

This paper studies the problem of learning self-supervised
representations on videos. In contrast to image modality that
only requires appearance information on objects or scenes,
video needs to further explore the relations between multiple
frames/clips along the temporal dimension. However, the re-
cent proposed contrastive-based self-supervised frameworks
do not grasp such relations explicitly since they simply uti-
lize two augmented clips from the same video and compare
their distance without referring to their temporal relation.
To address this, we present a contrast-and-order representa-
tion (CORP) framework for learning self-supervised video
representations that can automatically capture both the ap-
pearance information within each frame and temporal infor-
mation across different frames. In particular, given two video
clips, our model first predicts whether they come from the
same input video, and then predict the temporal ordering of
the clips if they come from the same video. We also propose
a novel decoupling attention method to learn symmetric
similarity (contrast) and anti-symmetric patterns (order).
Such design involves neither extra parameters nor compu-
tation, but can speed up the learning process and improve
accuracy compared to the vanilla multi-head attention. We
extensively validate the representation ability of our learned
video features for the downstream action recognition task on
Kinetics-400 and Something-something V2. Our method out-
performs previous state-of-the-arts by a significant margin.

1. Introduction
In recent years, self-supervised learning methods have be-

come increasingly popular for a number of problems, includ-
ing masked language models in natural language processing
[7], and jigsaw solving [35], rotation prediction [15], con-
trastive learning [20, 5], etc. For vision tasks, to ameliorate
the dependence on large amounts of manually annotated data
required by fully-supervised learning methods. Among the
self-supervised methods in visual tasks, contrastive learning
[20, 5] has shown great potential on image tasks; the transfer-

Something-something: pull something from left to right

Something-something: push something from right to left

time axisstart

Kinetics: riding camelKinetics: playing guitar Kinetics: getting a haircut

Figure 1. Motivation of this work. Some videos can be recognized
by the simple appearance information in a single frame, e.g., “play-
ing guitar”,“ riding camel”, and “getting a haircut” categories in the
Kinetics dataset. Some videos of actions have similar appearance,
and require complex temporal-level relation understanding. For
example, if we play a video of the action “push something from
right to left” in reverse, it will not be “push something from left to
right”, but “pull something from left to right”.

ability of the learned model often even exceeds supervised
models for many popular image downstream tasks like detec-
tion [38], segmentation [31] and key point estimation [21].

The challenges of labeling are greater for videos, as op-
posed to static images, since videos include a time dimen-
sion, making them more expensive to collect and annotate.
Consequently, there is greater need for powerful and prac-
tical self-supervised learning algorithms to analyze videos.
Recently, [19] and [37] have applied contrastive learning
methods to the task of learning representations of videos. In
these frameworks, their objective mainly aims to pull rep-
resentations of two augmented clips from the same video
closer in the embedding space, while those from clips origi-
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nating from different videos are pushed farther apart.
However, we argue that directly employing these ap-

proaches (or simple extensions) is not enough for learning
sufficiently detailed information from videos through self-
supervised learning, since video-analysis tasks are more
complex than image tasks as shown in Fig. 1. Besides cap-
turing the static appearance information within each frame
(e.g., playing guitar, riding a camel), video learning also
needs to understand the relations between multiple frames/-
clips (e.g., distinguishing push and pull actions). [48, 49, 55]
shows that temporal relations are vital for video learning,
while current contrastive solutions do not explicitly involve
temporal modeling processes. They only utilize two video
clips from the same video and force representations from
different timestamps to be similar.

To address this limitation, we propose a Contrast and
Order RePresentation (CORP) framework to incorporate
temporal modeling into the self-supervised learning task.
Our idea is conceptually simple: given two video clips, our
model first learns whether they come from the same video
(contrast), and then classifies which clip happens earlier if
from the same video (order). The contrast module extracts
the appearance information, such as shapes and edges while
the order module models temporal reasoning.

Concretely, we propose our method with two distinct
implementations. The first implementation, called CORPm,
is illustrated in Figure 2 left (More details will be given later
in the paper). Here, we randomly sample 2K augmented
video clips from two videos (K clips per video) to form
K(2K − 1) ordered pairs. For each two-clip pair, there are
three possible relations between the two clips: 1) they are
not from the same videos; 2) they are from the same video,
and the first clip in the pair precedes the second in time; 3)
they are from the same video, and the second clip in the pair
is the one that occurs first in time. Our model is trained to
minimize the classification error.

The second implementation CORPf is a twin of CORPm

with the SimCLR [5] design (Figure 2 right). Given a batch
of B videos, we sample two augmented video clips for each
video (2B video clips in total). For each clip, the SimCLR-
based method aims to solve a contrastive pretest, i.e. find the
clip that is derived from the same video from the remaining
(2B−1) clips. Our model further predicts whether the found
clip occurs earlier in time than the given clip using an addi-
tional objective. Generally, SimCLR framework optimizes
(2B − 1)-way classification, while our model converts it to
a more challenging (4B − 2)-way classification task.

For different fractions of mismatched pairs (not from the
same video) in the training data, the two models learn differ-
ent patterns, thus work on different scenarios. In the CORPf

(f ewer clips per video) model, the primary task of (2B − 1)
classification is more challenging than the within-class or-
dering. Therefore, the CORPf model pays more attention

to appearance patterns (similar to SimCLR) that enable it to
disambiguate same-clip entries, with lower emphasis on tem-
poral reasoning patterns. On the other hand, CORPm (more
clips per video) model focuses more on temporal relation
patterns. The positive and negative pairs for the contrast task
are sampled equally, and can hence learn more of temporal
patterns from the order task on videos.

Our self-supervised models are validated on two popular
benchmark datasets, Kinetics400 and Something-something
V2. We evaluate the learned video representations by lin-
ear evaluation [5, 20] following conventional practice, i.e.,
training a linear classifier with features extracted by the
frozen backbone. As shown in Figure 1, the two datasets are
different in terms of appearance and temporal relation. Kinet-
ics400 dataset is the scenario where appearance information
is vital while Something-something is the other scenario
where temporal clues are more important. On Kinetics400,
our CORPm model performs worse than the contrastive
based method CVRL [37], however, our CORPf model
can outperform CVRL with a clear margin. On Something-
something V2, our CORPf model achieves 41.7% top-1
accuracy, which is a 10% improvement over the contrastive-
based method. The CORPm model achieves an even higher
accuracy of 48.8%, minimizing the performance gap with
supervised learning (58.4%). Our extensive ablation studies
verify the effectiveness of our methods, especially that both
appearance and temporal relations are learned by our method
and they are both vital for video tasks.

2. Related Work
Self-supervised video representation learning. Temporal
information is a natural supervision signal for self-supervised
learning from video. [40] proposes an encoder-decoder
LSTM to reconstruct the input frames or predict future
frames. Inspired by two-stream approaches, [43] proposes
to learn both motion and appearance statistics along spatio-
temporal dimensions. [47], [9] and [50] use another im-
portant cue, cycle-consistency, to make full use of video
correspondence. [3] and [44] studies the “speediness” of
moving objects in videos as cues for video self-supervised
learning. [37] applies the image contrastive learning method,
SimCLR [5], to video tasks, and [19] proposes to use op-
tical flow to co-train the contrastive learning framework.
Cross-modality itself is also widely studied for video self-
supervision, such as geometry [14], language [41], narrations
[32], audio [26, 1], and multi-modal tasks [2].
Sorting sequences. Our work is related to a series of studies
on sorting frames or video clips [34, 13, 28, 51, 25]. [34]
learns to verify whether a sequence of video clips are in
the correct order. [13] learns to predict the odd video sub-
sequence from a set of correct-order sequences. These two
pretext tasks are relatively easy since the most part of the
sequence is correct (information is very sufficient). They
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Figure 2. Left: Overview of the CORPm model. In this setting, we first select 2 videos and sample K augmented clips for each video. We
then feed the 2K clips into the backbone network with a nonlinear head. The output 2K features make 2K(K − 1) pairs (except pairs came
from the same feature). The model learns to minimize the number of wrong predictions on pair relation classes (3-way classification).
Right: Overview of the CORPf model. In this setting, we first select B videos and sample 2 augmented clips for each video. Similarly
we get 2B features. For each feature (video clip), the model learns to find the other feature that is sampled from the sample video, and
whether this clip is earlier or later. Thus it is a 4B − 2-way classification: 2B − 1 clips and each clip has two options.

could be solved without strong temporal modeling. [28] and
[51] learn to classify the correct sequence from all possible
permutations. Suppose there are N video clips, there can
be N ! orders. The classification module requires O((N !)2)
parameters (Ablation studies show that a larger N makes a
better representation). This limits the maximum number of
video clips to be sorted. In our model, a sequence of 8 video
clips is sorted. If we use their methods, 109 parameters are
required for the classification module, while the backbone
network contains only 107 ∼ 108 parameters. [25] solves
this problem by using part of the N ! orders. This may bring
unnecessary bias in the pretext task.
Self-supervised image representation learning. Some
early works explore many pretext tasks for self-supervised
learning, such as patch location [8], jigsaw puzzles [35],
auto-encoding [24], and rotation prediction [15]. Many re-
cent studies focus on discriminative contrastive learning
[5, 20, 18, 23, 33, 36]. Most contrastive learning methods
target instance discrimination, while relations between dif-
ferent parts in the instance are less studied.
Appearance and relation learning. [45] proposes a two-
branch network for video classification: the appearance
branch for spatial modeling and the relation branch for tem-
poral modeling. [48] introduces attention mechanisms [42]
to video tasks for non-local relation learning. TSN [46] is a
simple and efficient baseline for video classification, but can
only average the appearance information of different video
stages. [29] proposes the temporal shift module (TSM) to
capture temporal relationships, and greatly improve the per-
formance of TSN. [10] also finds that temporal order matters
more on SthSthV2 dataset than K400 dataset.

3. Methodology
In this section, we begin by introducing the common com-

ponents of our CORP method for self-supervised contrast-

and-order learning on videos. Then we present two settings
CORPm and CORPf of our CORP method for learning both
appearance and temporal relations. After that, we introduce
a decoupling attention module that can model pairwise re-
lations and enhance the representation ability. Finally, we
compare the two models under different scenarios and pro-
vide detailed discussions for practical usage.

3.1. Basic Components

An overview of our CORPm and CORPf models (f rep-
resents sampling “few” clips in each video and m represents
“more” sampling) is shown in Fig 2. Specifically, in CORPf ,
we sample many videos (e.g., 512) but only two clips in each
video to compute the loss as in CVRL [37]. In CORPm, we
sample more clips from each video to compute the loss. They
both consist of several major modules/components including
data processing, clip pairs design, loss function, etc. We
begin with the common modules then introduce the unique
components which are related to each design of them.

Backbone. Following [48, 49], our backbone network is
based on the ResNet-50 Inflated 3D (I3D) architecture, and
the down-sampling strategy is adjusted so that every stage’s
space-time resolution is the same as [37]. The video repre-
sentation is a 2048-dimensional feature vector (h11, · · ·h2K

as shown in Fig. 2).

Nonlinear projection. Following the practice and design
of prior related works, instead of using this representation
directly for self-supervised tasks, we also add a multi-layer
projection head following the backbone to obtain a new d-
dimensional feature vector (z11, · · · z2K as shown in Fig.
2). The number of hidden layers is a hyper-parameter (we
choose 3 following previous practice), and the dimension of
the hidden layers is 2048.
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3.2. CORPm Model

Video sampling. For one video, we randomly sample
K video clips at a time (K is a hyper-parameter, typically
2 ∼ 4). With a batch of B videos, x1, · · · ,xB , we can have
(B2 −B)/2 video-level pairs:{xi,xj}i<j . Thus there are
2K video clips and the corresponding feature vectors in
each video pair. In practice, the video-level pairs are counted
within each GPU for communication efficiency.

Clip-level pairs. Using the above video sampling strat-
egy, for each video pair, we will have (4K2 − 2K) ordered
clip-level pairs. For each clip-level pair, there are three
possibilities/categories:

P1: The two clips are sampled from different videos.

P2: The two clips are sampled from the same video, and
the first clip precedes the second one;

P3: The two clips are sampled from the same video, and
the second clip precedes first one.

Features for 3-way classification. For every clip-level
pair, we have two projected features zi, zj . The objective of
CORPm model is to learn the categories given two projected
features. We first use multi-head attention as a baseline to
represent the relation of zi and zj :

r(zi, zj) = [⟨U1zi,V1zj⟩, · · · , ⟨Uhzi,Vhzj⟩] ∈ Rh.
(1)

Here Ui,Vi ∈ R d
h×d are model parameters and we set

h = 128. Next we use a simple two-layer perceptron on top
of it to represent the three possibilities (3-way classification):

ϕ(zi, zj) = mlp(r(zi, zj)) ∈ R3. (2)

Loss function. Cross entropy loss is used for each clip-
level pair and the final loss function for a video-level pair in
this setting is the summation of the 3-way classification loss
over all clip-level pairs’ drawn from them‡.

Data processing and augmentation. In the video sam-
pling stage, we need to sample K clips within one video.
These clips cannot be too close on temporal dimension of
the video, otherwise the order prediction will be too simple.
To avoid this, we propose a simple but effective rule to sam-
ple clips. Suppose the video has L frames. Every clip is T
frames with a dilation of D (roughly covers DT frames in
the video). We set a minimal offset:

∆ = min(max(
L−DT

K
, 1), DT ) (3)

To obtain our samples, we first sample K clips indepen-
dently, and then check whether the offset between every two
clips is greater than this minimal offset. If it is not, we repeat
the procedure until the condition is satisfied.

‡Some novel classification losses such as A-softmax [30] and ArcFace
[6] can improve the performance, but we use cross entropy for simplicity.

For data augmentation of clips, we follow [37], and use
1) random resized crop, 2) random horizontal flip with 0.5
probability, 3) random color jitter with 0.8 probability, 4)
random gray scale with 0.2 probability and 5) Gaussian blur.
The random seed for each frame in the same clip is set to the
same so that the data augmentation is consistent along time.

3.3. CORPf Model

Video sampling. If sample B videos as the batch size in
each iteration, and further sample two clips from each video,
we obtain a total of 2B clips. We use these to compose
the contrastive loss to learn the appearance information and
order classification loss to learn the temporal information.

(4B-2)-way classification. Similar to CORPm model,
we also aim to learn the relationships given two projected
features ϕ(zi, zj). Multi-head attention is used to represent
the relation of zi and zj . Since we have selected B videos
and sample 2 augmented clips for each video, we will get
2B features. For each feature, the model learns to find the
other feature that is sampled from the sample video, also
whether this clip happens earlier or later. Thus it will be a
(4B-2)-way classification problem.

Loss function. Our final loss function in this config-
uration is a (4B-2)-way classification. Suppose we have
features {z2i−1, z2i}Bi=1. Video clips of z2i−1 and z2i are
from the same video, and z2i−1 precedes z2i. We use the
same idea in CORPm model to build a 2-way classification:

ϕ(zi, zj) = mlp(r(zi, zj)) ∈ R2. (4)

In Equation 2, one dimension of ϕ(zi, zj), the 3-
way classification output, represents the probability that
zi and zj are from the same video: Probi,j(P1), and the
other two dimensions represent the order probability:
Probi,j(P2) and Probi,j(P3) (with a softmax activation).
In Equation 4, ϕ(zi, zj) is 2-way, thus it can only
learn conditional probabilities of Probi,j(P2|¬P1), and
Probi,j(P3|¬P1). We use the NCE form to model the prob-
ability that zi and zj from the same video:

Probi,j(¬P1) =
exp{z⊤

i zj/τ}∑
k 1[k ̸=i] exp{z⊤

i zk/τ}
(5)

Here τ = 0.1 following [37]. The (4B − 2)-way cross
entropy loss can be decomposed to the sum of InfoNCE loss
and 2-way classification loss (Ltotal = 1/B ·

∑
i Li):

Li =− log [Prob2i−1,2i(P2)]− log [Prob2i,2i−1(P3)]

=− log [Prob2i−1,2i(P2|¬P1)Prob2i−1,2i(¬P1)]

− log [Prob2i,2i−1(P3|¬P1)Prob2i,2i−1(¬P1)]

= LNCE + L2-way order classification

(6)

3.4. Decoupling Attention

In both 3-way and (4B-2)-way classification modules, we
use attention f(x,y) = ⟨Ux,V y⟩ to model the relation-
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ships between two features, which is a common practice in
prior literature. The two projections U and V are typically
different so that non-symmetric patterns can be modeled.

In our framework, the contrast task requires symmetric
patterns: if x is similar to y, y is also similar to x. The order
task requires non-symmetric patterns, more specifically, anti-
symmetric patterns. If x is earlier than y, y is later than x.
Many motion related patterns are anti-symmetric, such as left
and right, push and pull. Formally, symmetric patterns can
be represented as fs(x, y) = fs(y, x) and anti-symmetric
patterns can be represented as fa(x, y) = −fa(y, x).

We can see that attention contains symmetric patterns
and anti-symmetric patterns: f(x,y) = ⟨Ux,V y⟩ =

x⊤(U⊤V )y = x⊤M +M⊤

2
y + x⊤M −M⊤

2
y where

M = U⊤V . It is easy to verify that the first term is sym-
metric and the second term is anti-symmetric. Although
multi-head attention has the representation ability of both
symmetric and anti-symmetric patterns, they are mixed as a
black box. In the multi-head attention formula (Equation 1),
we cannot know which neurons of r(·, ·) represent similarity
and which neurons represent temporal order. It is more likely
that every neuron contains part information about similar-
ity and part information about temporal modeling. During
training, the gradient of similarity supervision signals and
the gradient of temporal supervision signals might cancel
each other. During deployment, the multi-head attention is
also less interpretable due to the non-symmetry.

We solve this problem with decoupling attention. First
we present a theorem about matrix decomposition:

Theorem. Any matrix M ∈ Rd×d can be written as:

M =

n∑
i=1

gig
⊤
i +

l∑
j=1

pjq
⊤
j − qjp

⊤
j , (7)

where n, l ≤ d, for some gi,pj , qj ∈ Rd.

Define G = [g1, · · · , gn]T ∈ Rn×d, and P ,Q ∈ Rl×d

follows the same definition. We use x ∗ y ∈ Rd to represent
the element-wise product of x and y ∈ Rd, and sum(x) ∈ R
to represent element-wise summation of x. With the matrix
decomposition theorem, we have:

x⊤My

=

n∑
i=1

(x⊤gi)(y
⊤gi) +

l∑
j=1

(x⊤pj)(y
⊤qj)− (x⊤qj)(y

⊤pj)

=sum(Gx ∗Gy) + sum(Px ∗Qy −Qx ∗ Py)

(8)

Equation 8 indicates that, if we want the model to learn an
attention projection U and V , the model can instead learn
G,P and Q. The parameters G,P and Q are symmetric

to the inputs, since the operations on x are the same as
the operations on y. We introduce a “cross product”-like
operation§ to introduce anti-symmetry. The parameter G
learns symmetric patterns, and the parameters P ,Q learn
anti-symmetric patterns. Similarity supervision signals will
only have gradient on G while temporal supervision signals
will only have gradient on P ,Q.

Equation 8 is the case for a single head. Multi-head
attention stacks multiple such heads to get a vector and sends
it to MLPs. To replace multi-head attention with decoupling
attention, we can therefore remove the summation operation
in Equation 8 to retain a vector, since the MLPs learn a linear
combination of the heads.

Though we introduce our module with multi-head atten-
tion in earlier sections for simplicity, we use the decoupling
attention for our models. It speeds up the training process
(Figure 3) and improves the model interpretability.

3.5. Discussions

On the scene-centric video dataset Kinetics400 [4], a large
proportion of video categories can simply be recognized by
static appearance [56]. The ability of learning appearance
patterns is more crucial than temporal information which
is beneficial but not indispensable. In this case, the pro-
posed CORPf model is more useful. In the motion-centric
video dataset Something-something [17], most actions can-
not be learned directly from the simple fusion of frame-level
features. In this scenario, the appearance information of dif-
ferent action categories are similar, and temporal reasoning
turns to be the key for video understanding and classification.
The proposed CORPm model performs better in this scenario.
Nevertheless, the general idea of learning both appearance
and temporal representations is critical for self-supervised
video representation learning tasks.

4. Experiments
We first evaluate our models on the widely-used Kinetics-

400 (K400) dataset [4] in the linear evaluation, semi-
supervised learning and transfer learning settings. Next,
we conduct experiments on Something-Something V2 (Sth-
SthV2) dataset [17]. Many action categories in this dataset
share very similar background and object appearance and
require strong time modeling. Finally, we make comprehen-
sive ablation studies and case analysis to show the temporal
learning ability of our model.

4.1. Implementation Details

Our models are trained with PyTorch from scratch. In the
self-supervised pre-training stage, we use LARS [54] with
the momentum of 0.9 and the weight decay of 10−6 as our

§Similar to cross product operation in R3. Let x = (x1, x2, 0),y =
(y1, y2, 0), the cross product: x× y = (0, 0, x1y2 − x2y1).

7943



optimizer. The mini-batch size is 64 for CORPm models and
512 for CORPf models. The learning rate is computed as
batch size/256 for all batch sizes. We use the linear warm-
up learning rate for the first 5% epochs and the half cosine
learning rate decay scheduling [22] for the remaining epochs.
Synchronized batch normalization across all GPUs is used
for the backbone and projection heads. On the K400 dataset,
We sample 16 frames with a temporal stride of 2 (covers 32
continues frames) as a clip, while on the Sth-SthV2 dataset,
the temporal stride is 1 due to the short average video length.

In the linear evaluation stage, we use SGD with the mo-
mentum of 0.9 and no weight decay as our optimizer. The
batch size is 1024 and the initial learning rate is 0.16 follow-
ing [5]. The half cosine learning rate decay scheduling is
applied without warmup. All layers (including the running
statistics in batch normalization) except the last linear layer
are frozen with the pre-training backbone (i.e., not trainable).
Z-score standardization is used to normalize the features be-
fore feeding it into the last linear layer. We sample 32 frames
with the same temporal stride as pre-training and train 100
epochs. The data augmentation is the same as in pre-training
except that color jittering and Gaussian blur are removed.
Unless otherwise stated, the reported top-1 accuracies are
obtained by linear evaluation.

In the semi-supervised learning stage, we use the pre-
training backbone to initialize the network, and fine-tune all
layers on a small subset of the data. We sample 1% and 10%
videos from the train set and keep the percentages of each
class. The settings are similar to the linear evaluation, except
that the initial learning rate is 0.2.

In the inference stage, we uniformly sample 10 clips from
the full-length videos, and use 3 crops for each clips. The
final prediction is obtained from the average of softmax
probabilities of the model outputs of all 30 views.

4.2. Experiments on Kinetics400

K400 dataset contains about 240k training videos and
20k validation videos in 400 video categories*. As discussed
earlier, a large proportion of the videos in this dataset can
be recognized by a single frame [56], appearance learning is
more important than temporal modeling in this dataset. Thus
CORPf model is preferred on this dataset for self-supervised
learning on this dataset while the CORPm model is expected
to have lower performance.

By default, the CORPm model uses K = 4, and both
models are pre-trained for 800 epochs. Table 1 shows the
results of linear evaluation results of our models and other
state of the art methods on the K400 dataset. The result
of CVRL is obtained with a batch size of 1024 while our
result is obtained with a batch size of 512 †. On the same

*Following [37], we use the original size dataset instead of another
commonly used downsample version [11].

†Large batch sizes result in better performances for contrastive learning.

Model Network (#params) Top-1 Acc

VTHCL[52] R3D-50 (31.7M) 37.8 %
VINCE[16] R-50 (23.5M) 49.1 %
SeCo[53] R-50 (23.5M) 61.9 %

CVRL[37] R3D-50 (31.7M) 62.9 %
CVRLL[37] R3D-50 (31.7M) 66.1 %

CORPm R3D-50 (31.7M) 59.1 %
CORPf R3D-50 (31.7M) 66.3 %

Table 1. Linear evaluation results on the Kinetics-400 dataset.

setting of 1024 batch size, our CORPf model achieves 66.6%
validation accuracy on Kinetics400 dataset.

Table 2 shows the ablation studies of batch size and train-
ing epochs on K400 dataset using CORPf models. We can
find that the performance can be improved if we increase the
batch size or the number of pre-training epochs.

Top-1 Acc # epochs = 200 # epochs = 500

batch size = 256 60.9% 63.0 %
batch size = 512 64.1% 65.6%

Table 2. Ablation studies of batch size and number of pre-train
epochs on Kinetics-400 dataset using the CORPf model.

Table 3 shows the results of semi-supervised learning
results on K400 dataset. In the 1% label setting, results of
CORPf and CVRL are very close, while In the 10% label
setting, our method outperforms CVRL.

Model 1% label 10% label

CVRL 35.1% 58.1%
CORPf 34.8% 58.6%

Table 3. Semi-supervised learning results on Kinetics-400.

Table 4 shows the transfer learning ability of our learned
representations on two smaller video dataset UCF101 [39]
and HMDB51 [27] dataset. We test on two settings: 1) linear
evaluation of features extracted from the frozen backbone,
2) fine-tuning all parameters initialized by the pre-training
model on the new datasets.

Model linear evaluation fine tuning

UCF101 HMDB51 UCF101 HMDB51

CVRL 89.8% 58.3% 92.9% 67.9%
CORPf 90.2% 58.7% 93.5% 68.0%

Table 4. Transfer learning comparison of our method and CVRL

Experiments of a batch size of 1024 requires 64 32GB-V100 GPUs. Due to
budget limits, we only run one experiment with a batch size of 1024, and
other results are obtained under a batch size of 512.
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4.3. Experiments on Something-Something V2

Something-Something V2 (Sth-SthV2) dataset contains
about 168k training videos and 24k validation videos in
174 video categories. Many action categories in this dataset
shares very similar background and object appearance, thus
it would be difficult to classify different action categories.

To the best of our knowledge, no previous related work re-
ports the self-supervised learning performance on Sth-SthV2
(or V1) dataset. However, we argue that the it is necessary to
validate video self-supervised models on Sth-SthV2 dataset,
especially for temporal learning. To understand this, we com-
pare the performance of our CORPm model, CORPf model
and 4 other models on the K400 and Sth-SthV2 datasets:

1 C2D: Supervised learning of ResNet50 C2D model as
described in [48]. No 3D convolution layers are used.

2 I3D: Supervised learning of ResNet50 I3D model as
described in [48]. A baseline for action recognition.

3 ImageNet: Initialize the I3D model with ImageNet
pre-training weights, and apply linear evaluation.

4 SimCLR: On K400, use the CVRL result of 200
epochs, 512 mini-batch size reported by [37]. On Sth-
SthV2, we implement the model with this setting.

Models Supervised Kinetics Something V2

C2D
√

71.8%[48] 45.6%
I3D

√
73.3%[48] 58.4%

ImageNet × 53.5%[37] 13.3%
SimCLR × 62.9%[37] 33.9%
CORPm × 56.1% 48.8%
CORPf × 63.4% 41.1%

Table 5. Top 1 accuracies of 6 models on Kinetics and Something-
Something V2 dataset. Results without citations are trained by us.
Non-supervised results are obtained from linear evaluation.

As shown in Table 5, the performance gap between the
C2D model and the I3D model on K400 dataset is very small.
However the performance gaps between self-supervised
methods and the supervised methods are even bigger than
the performance gap between self-supervised methods and
fixed ImageNet weights. It supports our argument that tem-
poral modeling is less important on the K400 dataset. It
would remain questionable if a model can learn good spatio-
temporal representations even if it has a high performance
on K400. For example, a self-supervised 2D model may
minimize the performance gap with the C2D model, but
may not learn temporal representations. However, the per-
formance gap between the C2D model and the I3D model
is much larger on the Sth-SthV2 and the ImageNet features
is almost not able to recognize actions in Sth-SthV2 since

2D models/features cannot cannot represent temporal pat-
terns which is important in Sth-SthV2 dataset. CVRL does
not work well on Sth-SthV2 dataset. However its perfor-
mance can be improved by simply introducing the order task.
Although CORPf ’s performance is better than CORPm on
K400 dataset, CORPm is better on Sth-SthV2 and even bet-
ter than the supervised C2D model. It is consistent with
our theory that CORPm method focuses more on temporal
modeling which is greatly requires on Sth-SthV2 dataset.

Task Top-1 Acc

Order 42.4%
Contrast 29.7%
CORPm 48.8%

# clips Top-1 Acc

2 45.4%
3 47.0%
4 48.8%

(a) ablation on the tasks. (b) number of clips

Attention Top-1 Acc

Mixed 48.0%
Decoupling 48.8%

# layers Top-1 Acc

1 48.4%
2 48.8%

(c) relation modeling. (d) # perceptron layers

Epoch SimCLR-based CORPf CORPm

100 31.1% 38.8% 46.3%
200 33.9% 41.7% 48.8%

(e) ablation on pre-training epochs.
Table 6. Ablation Studies on Something-Something V2 dataset.

Next we show ablation studies on Sth-SthV2 dataset.
The roles of contrast and order learning: Our models
learn two tasks 1) contrast learning to distinguish video
clips’ source, and 2) order learning to distinguish video
clips’ order. We use the CORPm model to study the roles
of the two tasks as shown in Table 5a. The CORPm model
learns by a 3-way classification. An order-only task (first
line) is a 2-way classification that only learns the order of
clips from the same video. A contrast-only task (first line)
is a 2-way classification that only learns whether two video
clips come from the same videos. We can find both order-
only and contrast-only tasks are worse than the CORPm

model, and the order-only task is better than the contrast-
only task since temporal patterns are more important on
Sth-SthV2 dataset. The performance of contrast-only task is
similar but lower than the SimCLR-based method in Table
??tab:ablation]5e since infoNCE loss is more effective than
simple classification.

Number of clips sampled in one video: In Table 5b, we
study the hyper-parameters K. In our default setting, we
choose K=4, i.e., sample 4 video clips in one video. Note
that a smaller K indicates smaller computation. We train
200 epochs for K = 4, 267 epochs for K = 3 and 400
epochs for K = 400 to have the same computation cost. A
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Figure 3. Training curves for CORPm model on Something Something-V2 dataset. Left figure: CrossEntropy Loss (Lower is Better). Middle
figure: Total Accuracy (Higher is Better). Right figure: Pair Accuracy (Higher is Better).

larger K still makes better performance since the number of
temporal positive-negative pairs is O(K2).

Decoupling attention vs. Mixed attention: Given two
video clips, we need to model their relations given their
feature vectors. As discussed in Section 3, a simple idea
is to use the mixed attention (multi-head attention). We
propose decoupling attention that decouples symmetric and
anti-symmetric patterns in the mixed attention. Figure 3
shows the performance during pre-training. Total Accuracy
is the ratio of completely correct video pairs (“completely”
means that all clip pairs in the video pair are classified cor-
rectly) to all video pairs. Table 5c shows the linear evaluation
performance of the two kinds of attention. Decoupling at-
tention is better than the original mixed attention in both
pre-training and downstream tasks.

Number of layers in the perceptron: The CORPm

model use a small perceptron given the pair relation to learn
the 3-way classification (Equation 2). Table 5d shows that a
deeper perceptron still helps even the nonlinear projection
head is deep.

Number of pre-training epochs: Table 5e shows the
results of training 100 and 200 epochs for SimCLR-based,
CORPf and CORPm models. The performance comparison
is consistent in different number of pre-training epochs.

Classification results analysis: We analyse the cate-
gory accuracies for SimCLR-based, CORPf and CORPm

models. We show 1) some categories that all three mod-
els have good/similar performances and 2) some categories
that CORPf and CORPm models have very different perfor-
mances with the SimCLR-based method.

As shown in Table 7, SimCLR can achieve similar perfor-
mance in the above 5 categories with our models. From the
category name, these categories do not require strong tempo-
ral reasoning. A single frame can help recognize “holding
something” or “plugging something into something”. A lin-
ear fusion of several frame features is enough for “tearing
something into 2 pieces” since it is not likely to reverse the
action and reconstruct 2 pieces into something. Our meth-
ods can have limit advantages over SimCLR over the first

Category SimCLR CORPf CORPm

Tear something into 2 pieces 77.0 84.3 87.4
Approach sth with camera 61.2 88.8 93.1
Show something behind sth 59.6 62.8 65.1
Plug something into sth 58.9 65.4 70.8
Hold something 29.9 26.9 30.5

Move sth and sth closer 41.4 74.1 78.3
Move sth and sth away 30.0 73.7 80.2
Move something up 34.2 51.1 58.9
Move something down 23.5 67.2 67.2

Table 7. Category accuracies of three models. “sth” is short for
“something”. Three models have similar performance on the above 5
categories, but very different performances on the next 4 categories.

four categories. However, the next 4 categories cannot be
correctly classified without temporal learning since the mov-
ing directions along time dimension is the required pattern.
If we reverse one video of “Moving something up” in the
time dimension, and it turns out to be “Moving something
down”. The accuracies of SimCLR model is almost half
of our models. It shows the strong temporal learning abil-
ity of our model, as well as the necessity of evaluation on
Sth-SthV2 dataset for video self-supervised learning.

A recent work [12] shows fine-tuning results of Sth-
SthV2 dataset. The fine-tuning results of R30-50 models
of four popular contrastive framework (SimCLR, BYOL
[18], etc) ranges from 52.8% to 55.8%. The CORPm model
achieves 61% fine-tuning accuracy on Sth-SthV2 validation.

5. Conclusion

We introduce a contrast-and-order framework for self-
supervised video representations learning on spatial and
temporal dimensions. Two implementations CORPf and
CORPm are proposed for different scenarios whose efficacy
is verified on Kinetics400 and Something-something V2
dataset. Our CORP model consistently outperform existing
competitors by a significant margin.
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