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Abstract

The video-based action recognition task has been ex-
tensively studied in recent years. In this paper, we study
the structural vulnerability of deep learning-based action
recognition models against the adversarial attack using the
one frame attack that adds an inconspicuous perturbation
to only a single frame of a given video clip. Our analysis
shows that the models are highly vulnerable against the one
frame attack due to their structural properties. Experiments
demonstrate high fooling rates and inconspicuous charac-
teristics of the attack. Furthermore, we show that strong
universal one frame perturbations can be obtained under
various scenarios. Our work raises the serious issue of ad-
versarial vulnerability of the state-of-the-art action recog-
nition models in various perspectives.

1. Introduction

Human action recognition using videos has been exten-
sively studied in recent years thanks to the development of
deep network-based algorithms based on the abundance of
computational resources and data [6]. From a network de-
sign perspective, the distinguished main research topic of
action recognition is how to model temporal information
residing in video clips. Concerning this, various attempts
have been made, such as utilizing the long short-term mem-
ory (LSTM) module [3] or the optical flow [1], but re-
cently, 3D convolutional neural network (CNN)-based ac-
tion recognition models are widely used. To improve the
performance and efficiency of 3D CNN-based action recog-
nition models, various mechanisms in the temporal dimen-
sion have been proposed, such as frame selection [4] and
convolutional operations [1, 22, 20].

Many researchers have found the vulnerability of deep
learning-based algorithms against so-called adversarial at-
tacks, which add an inconspicuous perturbation to input
data to mislead a target model to produce wrong output.
It has been reported that many state-of-the-art deep image
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Figure 1: Overall illustration of one frame attack targeting a
vulnerable frame. With only one attacked frame, the target
action recognition model wrongly classifies a given video in
Kinetics-400 [8] as “peeling apples” instead of “arranging
flowers.”

classification methods are highly vulnerable to the adversar-
ial attacks [16] and can raise severe security concerns [5].
On the other hand, there are not many studies on the vulner-
ability of video-based deep action recognition systems.

We argue that the ways of modeling temporal informa-
tion in deep models for action recognition have significant
impact on the vulnerability of the models, which we de-
note as structural vulnerability. Although there exist a few
attempts for adversarial attacks on action recognition sys-
tems [23, 14], they do not sufficiently consider the structural
vulnerability of recent action recognition models. As a re-
sult, they do not fully satisfy two criteria that a successful
adversarial attack should meet: 1) achieving a high fool-
ing rate and 2) keeping adversarial perturbation invisible to
conceal that the video clip is attacked. Wei et al. [23] pro-
posed an attack method of perturbing only a few frames of
a video clip, in order to reduce computational resources and
achieve inconspicuousness. However, this method targets
only LSTM-based models and relies on the particular prop-
erty of LSTM, i.e., temporal propagation of information.
Thus, it does not achieve a high fooling rate on the latest
CNN-based action recognition models (see Table 1). On
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the other hand, Pony et al. [14] proposed an attack method
to find a sequence of flickering perturbation that changes
the overall color of a given video clip over time. However,
it is known that artifacts changing in the temporal dimen-
sion are more detectable than spatial artifacts by human ob-
servers [13, 24]. Therefore, this adversarial attack does not
sufficiently satisfy the second criterion, inconspicuousness
(see Figure 7).

In this paper, we discover the structural vulnerability of
recent CNN-based deep action recognition models, which
has not been explored previously to the best of our knowl-
edge. Using this vulnerability, we also show that perturba-
tion in just a single vulnerable frame of a video clip can sig-
nificantly degrade the accuracy of deep action recognition
models, as illustrated in Figure 1. The attacked frame is
shown only for 33 or 40 milliseconds when the target video
clip has 30 or 25 frames per second (FPS), which is hardly
perceivable to human observers. The main contributions of
this work can be summarized as follows.

• We investigate the vulnerability caused by the struc-
tural property of deep models using three state-of-the-
art CNN-based deep action recognition models and ex-
amine what factors of these models make them highly
vulnerable against adversarial attacks. We show that
the efforts to efficiently model temporal information
induce the vulnerability issue.

• We show the possibility of so-called one frame attack
on action recognition models in a white-box attack sce-
nario. When only one vulnerable frame found by our
analysis is perturbed with a gradient-based adversarial
attack method, this perturbation can easily defeat deep
learning-based action recognition systems. This one
frame attack can fool the state-of-the-art video-based
action recognition models with fooling rates of almost
100%. In addition, this adversarial attack is inconspic-
uous, which is demonstrated via a subjective experi-
ment.

• We further explore video-agnostic universal perturba-
tion based on the one frame attack. We show that the
universal perturbation, which is found from a small
number of videos, can affect other input video clips
with high fooling rates. Besides, the one frame attack
can be effectively applied to time-invariant scenarios
where the perturbation is added to the input video clip
with an unknown temporal offset.

2. Related work
2.1. Action recognition

Recently, the performance of action recognition has been
significantly improved, along with the development of deep

neural networks [1, 3, 4, 7, 15, 19, 20, 22]. In the early at-
tempts, the CNN+LSTM structure [3] achieved high perfor-
mance by integrating two-dimensional convolutional lay-
ers, which has been popularly employed in image-related
tasks, and a LSTM model targeting sequence data. On
the other hand, three-dimensional (3D) convolutional lay-
ers that utilize features in both spatial and temporal dimen-
sions have been proposed [7, 19]. Another approach to deal
with videos is to employ two CNNs simultaneously (known
as two-stream networks), where they process original RGB
frames (to exploit spatial features) and their optical flows
(to exploit temporal features), respectively [15]. These two
approaches are sometimes combined to further improve the
performance of action recognition [1]. In recent years, more
advanced deep action recognition models have been devel-
oped. One of the widely used approaches is an inflated
three-dimensional (I3D) network [1, 22], which is a fine-
tuned version of a pre-trained image classification model by
inflating two-dimensional kernels of the convolutional lay-
ers to three-dimensional. The two-stream approach also has
been extended to a method named SlowFast [4], which takes
video data having different temporal resolutions (i.e., frame
rates) on each of the stream networks as inputs. Another
trend in recent researches on action recognition is to em-
ploy kernel factorization (e.g., interaction-reduced channel-
separated network (ir-CSN) [20]) for reducing computa-
tional complexity.

2.2. Adversarial attack

It has been shown that deep learning-based image classi-
fication models are highly vulnerable to adversarial attacks
under a white-box scenario. Szegedy et al. [18] proposed an
optimization-based attack method to minimize the amount
of input perturbation that can change the classification re-
sult of a given model. Goodfellow et al. [5] developed the
fast gradient sign method (FGSM), which calculates per-
turbation from the sign of the gradients obtained from a
given model. Kurakin et al. [9] extended FGSM to an it-
erative approach, which is called iterative FGSM (I-FGSM)
and showed higher fooling rates of the attack than FGSM.
While those methods find perturbation in the whole region
of a given input image, Su et al. [17] showed the feasibility
of one-pixel attack, which tries to find perturbation of only
one pixel to fool deep image classifiers.

The vulnerability of deep learning models has been fur-
ther evaluated via several advanced methods beyond finding
perturbation for each input image. Liu et al. [11] investi-
gated transferability of perturbation, which is to examine
whether a perturbation found for a model can also work for
another model. Moosavi-Dezfooli et al. [12] found image-
independent universal perturbation that can be applied to
any images to fool a given classifier.
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2.3. Adversarial attack on action recognition

There are a few studies on white-box adversarial attack
of action recognition models. Li et al. [10] developed
an adversarial attack for the convolutional 3D (C3D)
model [19] by employing a generative adversarial network
(GAN). Wei et al. [23] proposed an optimization-based
method to generate adversarial perturbation for LSTM-
based models. Pony et al. [14] developed a method that
changes the overall color of each frame in a given video
clip to obtain a flickering perturbation. However, these
methods have been verified only on traditional action
recognition models. Furthermore, they add perturbation to
multiple frames of a given video, which may be visible to
human observers.

3. Analysis of structural vulnerability
In this section, we show the existence of the structural

vulnerability of action recognition models. For this, a single
frame of a video sequence is perturbed by I-FGSM [9] and
uniform random noise, and the recognition performance is
examined for each frame. Then, we analyze what factors
cause such vulnerability.

3.1. Analysis methods

Using I-FGSM. We use I-FGSM [9] to perturb a frame,
which is one of the widely used strong adversarial attack
methods.

This method iteratively finds a perturbation of the
i-th frame in a video clip as follows. Let X0 =
{X0(1),X0(2), ...,X0(T )} denote the original video clip
(having T frames) that is correctly classified as y by a target
action recognition model M(·), i.e., M(X0) = y. The at-
tack aims to find an attacked version of a video clip X from
X0, where only the i-th frame X0(i) is changed to an at-
tacked one X(i) containing inconspicuous perturbation. To
find X(i), the I-FGSM update rule is applied, by finding
the adversarial frame at iteration n + 1, Xn+1(i), from the
frame at the previous iteration, Xn(i), iteratively:

X̃n+1(i) =

Clip0,255

(
Xn(i) +

ϵ

N
sgn

(
∇Xn(i)J(X

n, y)
))

,
(1)

Xn+1(i) = Clip−ϵ,ϵ(X̃
n+1(i)−X0(i)) + X0(i), (2)

where ϵ regulates the amount of perturbation to be added,
sgn(·) is the sign function, ∇Xn(i)J(X

n, y) is the gradient
of the target frame for the loss function J(Xn, y), and

Clipa,b(X) = min
(
max(X, a), b

)
. (3)

After N iterations, the final adversarial video clip is
obtained by X = XN = {X0(1),X0(2), ...,XN (i),X0(i +

1), ...,X0(T )}. We expect that the model outputs a wrong
prediction when X is inputted (i.e., M(X) ̸= y).

Using uniform random noise. We use uniform random
noise within [-64, 64] as perturbation, which is injected to a
certain frame. This type of perturbation is tested in order to
understand the structural vulnerability. Furthermore, since
generating random noise perturbation is computationally
efficient, it can be used to identify vulnerable frame indices
for a given action recognition model.

3.2. Experimental setup

Dataset and models. We use Kinetics-400 [8], which is
one of the widely used large-scale benchmark datasets for
action recognition. From the test set of Kinetics-400, we
randomly choose ten videos for each class. Therefore, a
total of 4000 videos are chosen to evaluate the fooling rates
of the attack methods. As target action recognition models,
we consider three state-of-the-art models having various
model structures, including I3D [22], SlowFast [4], and
ir-CSN [20]. These models have shown outstanding recog-
nition performance on the Kinetics-400 dataset. We employ
the pre-trained models available on MMAction2 [2], which
is the open-sourced repository that provides testing tools
for the aforementioned action recognition models. Among
the variants of the SlowFast models, we use the 8 × 8
SlowFast in the implementation of MMAction2.

Implementation details We conduct the I-FGSM method
with various hyperparameters. For attacking a single frame,
we set the number of iterations to N ∈ {30, 50, 100} and
the amount of perturbation to ϵ ∈ {2, 4, 8, 16}. We only
report the case of N = 30, which empirically found to be
sufficient to attack the target models.

3.3. Vulnerability of action recognition models

Figures 2 and 3 show the fooling rates of the two types of
perturbation for the three models. Surprisingly, we observe
the existence of vulnerable frame indices (or, shortly, vul-
nerable frames) showing significantly higher fooling rates
than the others, especially in the cases of I3D and Slow-
Fast. We also confirm that those vulnerable frames are ob-
served periodically. Specifically, I3D and SlowFast have
vulnerable frames at i ∈ {3, 7, 11, 15, 19, 23, 27, 31} and
i ∈ {1, 5, 9, 13, 17, 21, 25, 29}, respectively. The ir-CSN
model does not show such a trend. Compared to the other
two models, it exhibits relatively high vulnerability overall,
with relatively small variations between frames. These ob-
servations hold consistently across different values of ϵ.

Among the vulnerable frames, the most vulnerable
frames for I3D, SlowFast, and ir-CSN are the 31st, 29th,
and 1st frames, respectively. It can be seen that even by
adding uniform random noise, the most vulnerable frame
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Figure 2: Fooling rates of perturbing a single frame by I-FGSM depending on the frame index.
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Figure 3: Fooling rates of perturbing a single frame by uni-
form random noise depending on the frame index.

can be identified. Note that while Figure 3 is obtained using
all the video clips, we found that only 100 randomly chosen
clips were enough to discover the most vulnerable frames.

We discuss the causes of these interesting observations
by analyzing the structural properties of the models, which
are illustrated in Figure 4.

I3D. As illustrated in Figure 4a, the I3D model [22]
initially extracts features from a given video clip via a
convolutional layer having a kernel size of 5 × 7 × 7
and a temporal stride of 2. Then, they are processed by a
max-pooling layer having a kernel size of 1 × 3 × 3 and a
temporal stride of 2. Through this process, the video clip
having 32 frames is contracted to eight frames of features,
i.e., an effective temporal stride becomes 4. And, there
may exist asymmetric information extraction through the
two layers, i.e., when the weights of the convolutional layer
have different values across the temporal dimension, the
layer’s output relies more on the information at specific
frames and less on the information at the other frames
among the five frames entering to the kernel, which is more
emphasized through the max-pooling layer. In the case
of the pre-trained I3D model used in our experiment, the
average magnitude of the weights of the first convolutional
layer is measured as 0.01, 0.01, 0.02, 0.03, and 0.10, which
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(b) SlowFast

Figure 4: Illustration of structural vulnerability. The frames
marked with red boxes correspond to the vulnerable frames
showing high fooling rates in Figure 2.

means that the layer mostly relies on the information in the
fifth frame among the five input frames (indicated by thicker
lines in Figure 4a). By these two mechanisms (an effective
stride of 4 and the asymmetric information extraction), the
perturbation inserted at i ∈ {3, 7, 11, 15, 19, 23, 27, 31}
easily attacks the model (the frames marked with red boxes
in Figure 4a), while the perturbation at the other frames
does not.

SlowFast. SlowFast [4] is a two-stream model, which
includes a fast pathway and a slow pathway. Since the fast
pathway uses all of the 32 frames and the slow pathway
takes only every fourth frame, only eight frames are
simultaneously used by both pathways, which are marked
with red boxes in Figure 4b. We find that the highly
vulnerable frames (i ∈ {1, 5, 9, 13, 17, 21, 25, 29}) exactly
match the frames used by both pathways. The other frames
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Figure 5: Transferability between different frames in each model. The value at (x, y) means the fooling rate for the x-th
frame using the perturbation generated for the y-th frame. Red and blue colors indicate high and low values, respectively.

are processed only through the fast pathway and thus the
perturbation on those frames is not so successful. Note that
the fast pathway has the structure of I3D but the temporal
stride is 1 unlike the original I3D, so the above-observed
periodic pattern does not appear here.

ir-CSN. The ir-CSN [20] model used in our study is
based on ResNet-152, which is deeper than the other
two models using ResNet-50. As aforementioned, the
ir-CSN model is relatively vulnerable across all frames;
for example, when ϵ is 16, even the lowest fooling rate is
75.4%. The strides in the first convolutional layer and the
first pooling layer are 1, thus all input frames are treated
evenly in these layers. Therefore, the vulnerability is rather
similar across all frames unlike I3D and SlowFast. It is
also observed that the fooling rate increases around the two
edge frames, which seems to be because zero paddings
highlight the perturbation in the edge frames.

Transferability of perturbation. We investigate the
transferability of perturbations between frames using I-
FGSM, i.e., whether the perturbation generated for a frame
can be also used for another frame location directly to attack
the model. Figure 5 shows that there exist pairs of source
and target frame locations showing particularly high trans-
ferability, and the transferability patterns differ depending
on the action recognition model.

For I3D and SlowFast, high transferability is achieved
between relatively more vulnerable frames (shown in Fig-
ure 2). The fooling rate by transferred perturbation is still
higher than that by the uniform random noise attack. This
suggests that perturbations for vulnerable frames have com-
mon features making the model operate wrongly.

Furthermore, in the cases of I3D and ir-CSN, there is
a relatively high level of transferability between adjacent
frames. However, this is not the case in SlowFast, because

One frame attack
Wei [23]

ϵ=2 ϵ=4 ϵ=8 ϵ=16

I3D [22] 0.83 0.95 0.99 1.00 0.81
SlowFast [4] 0.73 0.90 0.96 0.98 0.72
ir-CSN [20] 0.60 0.79 0.91 0.97 0.68

Table 1: Fooling rates of the one frame attack and the com-
pared attacked method [23] on the three action recognition
models. The one frame attack is conducted with various
values of ϵ.

the slow pathway does not take all adjacent frames but only
every fourth frame.

4. Vulnerability against one frame attack
In Section 3, we could find the most vulnerable frames

related to the structural vulnerability of an action recog-
nition model. In this section, we perform the one frame
attack under a white-box scenario, which applies the
I-FGSM algorithm to only the most vulnerable frames,
i.e., the 31st, 29th, and first frames for I3D, SlowFast, and
ir-CSN, respectively. We evaluate the performance of this
attack with respect to two criteria: 1) the fooling rate and
2) the degree of inconspicuousness of perturbation. It is
demonstrated that by exploiting the structural vulnerability,
the one frame attack can fool the models with high fooling
rates and high invisibility in comparison to the existing
attack methods.

4.1. Fooling rate

Table 1 summarizes the fooling rates of the one frame
attack for each case. The attack achieves high fooling rates
for all target models. Especially, when ϵ is equal to or larger
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than 8, the fooling rates exceed 90%. The fooling rates are
over 60% even when ϵ is as small as 2.

For comparison, we implement the attack method in [23]
to attack the deep action recognition models. The fooling
rate of this method is lower than that of the one frame attack
except the case of ir-CSN with ϵ = 2. Considering that the
one frame attack with up to ϵ = 16 is fairly inconspicuous
(see Section 4.2), the method in [23] does not effectively
capture the vulnerability of the action recognition models.
This is because it is designed to exploit the particular
mechanism (temporal information propagation) of the
LSTM-based models.

4.2. Inconspicuousness

We conduct a subjective test to examine the level of in-
conspicuousness of the one frame attack. We use 4 (the
number of videos) × 4 (ϵ ∈ {2, 4, 8, 16}) × 3 (the num-
ber of target models) = 48 perturbed videos. Fifteen par-
ticipants are employed, which meets the required number
of participants for subjective tests according to the recom-
mendation ITU-R BT.500-13 [21]. Our test is based on the
double-stimulus impairment scale (DSIS) method in [21].
In other words, the participants watch the original video
and its perturbed version sequentially for three seconds
each with a mid-gray image displayed between the two by
following [21]. The order of the video pair is randomly
switched. Then, the participants answer whether they notice
the difference between the video pair. We also include pairs
of original videos to obtain a “baseline” detection perfor-
mance of the participants. The same procedure is repeated
for the pairs of a perturbed frame and its original version
where the exposure time of one image is set to two seconds.
For comparison, we implement the flickering attack [14]
aiming at a high level of inconspicuousness where flicker-
ing perturbation is added to all frames to attack a video clip,
and the resulting videos are also evaluated.

Figure 6 shows examples of perturbed frames for I3D
when we set ϵ ∈ {2, 4, 8, 16}. We also present the detec-
tion rates of these frames (when viewed as images) and the
videos containing these frames (when viewed as vidoes).
The perturbation in the frames for high values of ϵ is eas-
ily found by the participants. As a result, we obtain higher
detection rates when they are viewed as images than when
they are viewed as videos.

Figure 7 shows the overall results of the subjective
test. The frames perturbed by the one frame attack, when
viewed as images, are relatively easily detected especially
for large values of ϵ. The detection rate of the images
increases as ϵ increases, which is natural. However, the
videos containing the perturbed frames are hardly detected,
showing detection rates even lower than the erroneous
detection rate (‘baseline’) for the pairs of the same original
videos. In contrast, the flickering attack is easily detectable.

With these results, we can confirm the inconspicuousness
of the one frame attack.

5. Vulnerability against universal one frame at-
tack

In Section 4, the one frame attack finds the adversarial
perturbation for each video clip and deteriorates the perfor-
mance of the recognition models, showing the risk of the
vulnerability. In this section, we examine the possibility
of universal attack [12], which is to find an video-agnostic
perturbation that can affect any video clip for a target
action recognition model. In addition, we investigate
the possibility of extending the one frame attack to a
time-invariant universal attack, which assumes a real-time
action recognition situation.

5.1. Attack method

The video-agnostic universal perturbation is obtained in
a similar way to the method described by (1) and (2). How-
ever, instead of the gradient for each video clip, the average
gradient for K videos is used in the sign function, i.e.,

Gn+1 =
1

K

K∑
k=1

∑
i∈I

∇Xk(i)J(X
n
k , yk) (4)

where I is the set of target frame indices that are used to
find a universal perturbation, Xk(i) is the i-th frame of the
k-th video clip, and yk is the ground-truth label of the k-th
video clip.

5.2. Implementation details

For finding universal perturbations, we consider two dif-
ferent frame sets I: the set of multiple highly vulnerable
frames and the set of only the most vulnerable frame. We
set N = 100 and ϵ ∈ {32, 48, 64}. Note that a larger
number of iterations and larger values of ϵ are required to
find universal perturbations compared to the case of video-
specific perturbations, as also mentioned in the previous
studies [14, 23]. Besides, finding a universal perturbation
requires a high computational complexity, since the gradi-
ents need to be calculated from all target videos at every
iteration. Employing a larger number of videos to find a
universal perturbation takes more time, but a higher fooling
rate can be expected since the perturbation is found from
more diverse videos. To examine this, we vary the num-
ber of videos (K) to find the universal perturbation, where
K ∈ {100, 200, 500, 1000, 1500}.

To test the universal perturbation, we randomly choose
additional 1000 videos from the Kinetics-400 dataset,
which are different from the videos used for generating the
universal perturbation.
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Figure 7: Results of the subjective test in terms of the de-
tection rate. ‘Image’ and ‘Video’ correspond to the cases
where the image frames perturbed by the one frame at-
tack and the video clips containing the attacked frames are
shown to the participants, respectively. ‘Baseline’ indi-
cates the erroneous detection rate for pairs of original video
clips. ‘Flickering’ means the detection rate for the perturbed
videos by the flickering attack [14].

5.3. Results of universal attack

Attack on the most vulnerable frame. We first find a
universal perturbation from the most vulnerable frames
found in Section 3.3 (i.e., I in (4) has only one frame index)
for all K video clips. Figure 8a shows fooling rates of this
universal one frame attack with respect to the value of K.
The results show that increasing the number of videos is
usually beneficial to achieve a higher fooling rate. When
1500 videos are used, the attack with ϵ = 32 achieves a
fooling rate above 80% for every target action recognition
model, indicating the universal one frame attack is feasible.

Transferability of universal perturbation. We also
investigate the transferability of the universal perturbation
found from the most vulnerable frames. To do this, for
every target frame index, we add the same universal

perturbation to that frame and measure the fooling rate.
Figure 8b shows the results for I3D and SlowFast. It is
shown that the vulnerable frame indices found in Sec-
tion 3.3 are also highly vulnerable against the transferred
universal perturbation, i.e., the universal perturbation is
highly transferrable among the vulnerable frames.

Attack on multiple vulnerable frames. Although the
one frame attack can find a strong universal perturbation
even when only the most vulnerable frame is exploited,
more powerful universal perturbation can be found using
multiple vulnerable frames. To evaluate this, we find a uni-
versal perturbation using all the vulnerable frames found in
Section 3 (i.e., I in (4) has multiple frame indices). Fig-
ure 8c shows the results when the found perturbation is in-
jected to the most vulnerable frames. When compared to
the result of the universal attack found using only the most
vulnerable frame (Figure 8a), this result shows that the uni-
versal perturbation found from multiple vulnerable frames
is more powerful. For example, when 500 or 1000 videos
are employed to find the universal perturbation, the fooling
rates for both I3D and SlowFast exceed 90% in any values
of ϵ in Figure 8c. In addition, sufficiently strong universal
perturbations can be found even when a small number of
videos are employed. For instance, the fooling rates for all
cases when ϵ ∈ {48, 64} exceed 90% when only 200 videos
are employed.

6. Vulnerability against time-invariant univer-
sal attack

We additionally consider a real-time recognition sce-
nario, where video data is continuously generated and a
video clip is repeatedly chosen for recognition from the gen-
erated video sequence using a sliding window [10]. Two
challenges arise in this scenario. First, there may not be
enough time to generate perturbations specific to the in-
putted video. Therefore, a universal perturbation computed
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Figure 8: Results of the universal one frame attack. (a) Fooling rates with respect to the number of videos when the most
vulnerable frame of each video clip is attacked. (b) Transferability of the universal perturbation found using the most vulner-
able frame of each of 1500 videos to the other frames, where ϵ = 48. (c) Fooling rates with respect to the number of videos
when multiple vulnerable frames in each video clip are used to obtain the perturbation.
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Figure 9: Fooling rates of the time-invariant universal attack
with respect to the number of videos.

a priori needs to be used to ensure real-time operation. Sec-
ond, there may exist an unknown temporal offset between
the video clip chosen for recognition and the video clip that
the attacker observes. An attack method that can deal with
this scenario is referred to as a time-invariant attack [14]. In
this section, we examine the feasibility of the universal one
frame attack as a time-invariant attack.

As shown in Section 3.3, vulnerable frames appear pe-
riodically for I3D and SlowFast. By taking advantage of
this, a time-invariant universal attack can be designed as fol-
lows. Let P denote the period of vulnerable frames and L
the length of a video clip, which are 4 and 32 for both I3D
and SlowFast, respectively. Then, we add a pre-computed
universal one frame perturbation, which is generated by at-
tacking on multiple vulnerable frames in Section 5.3, to P
frames in every L frames in such a way that the frame index
of each of the P frames corresponds to a distinct remainder
when divided by P . For instance, the 1st, 10th, 19th, and
24th frames, whose remainders are 1, 2, 3, and 0 when di-
vided by 4, respectively, are perturbed, which is repeated for

the next 32 frames. This ensures that one of the P perturbed
frames always corresponds to a vulnerable frame index no
matter which frame in the video sequence is chosen as a
starting frame of the video clip for recognition. As a spe-
cial case of this process, we can simply perturb the first P
frames in every L frames, e.g., 1st to 4th, 33rd to 36th, etc.

Figure 9 shows the results of this attack with respect to
the number of videos used to find the universal perturbation.
When 1000 videos are used, the fooling rates exceed 70%
in all cases. This confirms that the action recognition mod-
els are highly vulnerable even in the challenging real-time
scenario against the time-invariant universal attack.

It is also worth noting that the attack presented here
is more efficient than the existing methods in [10, 14].
They need to generate perturbations considering all possi-
ble cases of temporal offsets, which is not required in the
case of the presented attack method.

7. Conclusion
We presented in-depth analysis of the structural vulnera-

bility of deep action recognition models against adversarial
attack. Based on the results of perturbing a single frame
in a given video clip, we analyzed that the vulnerability
is caused by the structural properties such as strides in
convolutional layers and max pooling layers and uneven
use of inputted frames. As a result, we demonstrated the
possibility of the strong one frame attack that is found to be
highly inconspicuous via a subjective experiment. Finally,
we investigated the possibility of finding universal per-
turbations showing high fooling rates in various attacking
scenarios.
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