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Abstract

We introduce a parallel version of the Quadratic Pseudo-
Boolean Optimization (QPBO) algorithm for solving binary
optimization tasks, such as image segmentation. The origi-
nal QPBO implementation by Kolmogorov and Rother relies
on the Boykov-Kolmogorov (BK) maxflow/mincut algorithm
and performs well for many image analysis tasks. However,
the serial nature of their QPBO algorithm results in poor
utilization of modern hardware. By redesigning the QPBO
algorithm to work with parallel maxflow/mincut algorithms,
we significantly reduce solve time of large optimization tasks.
We compare our parallel QPBO implementation to other
state-of-the-art solvers and benchmark them on two large
segmentation tasks and a substantial set of small segmenta-
tion tasks. The results show that our parallel QPBO algo-
rithm is over 20 times faster than the serial QPBO algorithm
on the large tasks and over three times faster for the majority
of the small tasks. Although we focus on image segmentation,
our algorithm is generic and can be used for any QPBO
problem. Our implementation and experimental results are
available at DOI: 10.5281/zenodo.5201620

1. Introduction

Computational parallelism is essential to the performance
and thereby the usefulness of many image segmentation al-
gorithms. The best example is perhaps deep learning, which
owes much of its success to highly efficient parallel imple-
mentations of the matrix operations used during both training
and inference. However, not all algorithms used in computer
vision rely on easily parallelizable matrix operations.

Graph cut algorithms are popular for solving binary op-
timization problems in image analysis, due to their speed
and guarantee of optimality. Thus, they provide efficient
solutions to a variety of computer vision problems — on their
own [8, 9, 11, 16, 23, 26, 33, 35], or in combination with
other methods [18, 29, 30]. While some popular graph cut

algorithms have been parallelized [ 1, 36, 41, 43], other al-
gorithms have remained serial, which severely limits their
ability to utilize modern hardware. One example is the
Quadratic Pseudo-Boolean Optimization (QPBO) algorithm
[7, 19, 33, 39], which allows non-submodular energy terms,
making it particularly useful for instance segmentation. In-
stance segmentation without training data is common in
microscopy and material science, where manually labeling
large volumetric datasets can be highly impractical. Often,
the input needed for segmentation with QPBO can be ob-
tained much easier.

In this paper, we introduce the first parallel QPBO (P-
QPBO) algorithm. Our goal is to provide an efficient and
scalable algorithm that can take advantage of modern multi-
core processors. With our P-QPBO algorithm, results can
be obtained over an order of magnitude faster than with
previous serial methods, and the scale of the tasks can be
increased significantly. It enables us to segment a volume
with hundreds of interacting 3D objects in minutes based on
limited user input and no training data. Although we only
demonstrate the advantage of P-QPBO for image segmenta-
tion, P-QPBO can be used for any QPBO problem.

This work focuses on our parallel algorithm and its time
and memory efficiency on image segmentation tasks. Thus,
the formulation of suitable energy functions for specific
computer vision tasks is outside the scope of this paper.

1.1. Related work

Several algorithms have been developed to solve
QPBO problems [19, 32, 33]. In computer vision, the
QPBO algorithm [7, 19] implemented by Kolmogorov and
Rother [33, 39], utilizing the serial Boykov-Kolmogorov
maxflow/mincut (BK) algorithm [9] for solving the opti-
mization problem, is arguably the most popular. Gener-
ally, maxflow/mincut algorithms can be separated into three
groups [42]: push-relabel algorithms [3, 10, 14, 15], aug-
menting path algorithms [9, 17], and pseudoflow algorithms
[16, 20, 21], which are a hybrid of the two previous cat-
egories. BK is an augmenting path algorithm. It is the
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most popular maxflow/mincut algorithm in computer vi-
sion, due to its performance and ability to handle dynamic
maxflow/mincut scenarios, by reusing computations from
previous solutions when changes are made to the graph [31].
In the last decade, pseudoflow algorithms like Excesses In-
cremental Breadth-First Search (EIBFS) [16] have outper-
formed BK in most static cases, as well as some dynamic
cases. However, the overhead associated with graph changes
for dynamic problems is still higher for EIBFS than for BK.

Push-relabel algorithms have traditionally been the target
of most parallelization efforts [2, 5, 11, 13, 22, 43], as oper-
ations mainly act locally, making them well-suited for par-
allel execution. However, synchronization overhead means
that many threads are needed to achieve good performance
[6, 40]. More recent works [36, 40, 41, 44, 45] have focused
on parallelizing augmenting path algorithms. Here, a graph
is partitioned into multiple sub-graphs and a serial algorithm
is applied to each sub-graph in parallel. Information is then
propagated between sub-graphs, or they are merged. This
process is repeated until a global solution is found. Parallel
pseudoflow algorithms have not been attempted yet.

Finally, as grid-based graphs are relatively common in
computer vision, algorithms specialized for this structure,
such as Grid-Cut [24, 25], have also been developed. Grid
structured graphs have also been the target of GPU-based
implementations [38, 43], as they rely on the highly regu-
lar structure of grid graphs to fully utilize the GPU. While
grid-based algorithms achieve significant performance im-
provements, they are only usable on a limited (but certainly
important) subset of binary optimization problems. In this
paper, we are concerned with a general-purpose parallel
QPBO algorithm and will therefore not discuss the grid-
based algorithms further.

1.2. Contribution

We introduce a fast parallel algorithm for solving QPBO
problems. It is based on the efficient two-stage approach of
the QPBO algorithm as presented in [33] and the bottom-
up merging approach from [36]. Our algorithm is fully
compatible with the original QPBO algorithm and we prove
that it is guaranteed to find equivalent solutions.

We show that our parallel algorithm reduces the solve
time significantly on a large multi-object 3D segmentation
task compared to current state-of-the-art approaches. We
also benchmark our algorithm for segmentation using a large
set of 2D images and show significant performance improve-
ments, even for smaller segmentation tasks.

Our implementation, benchmark code, results, notebooks,
and proof are available at 10.5281/zenodo.5201620.

2. QPBO

We briefly summarize the original QPBO algorithm
here. Both the QPBO algorithm and general-purpose

maxflow/mincut algorithms can be used to minimize energy
functions of the form

E(x) = Z Op(zp) + Z Opq(Tp; Tq) - M

peV p,qeV

Here, V is a set of nodes, x,, € {0, 1} are the node labels, 6,
are unary energy terms, and 6, are pairwise energy terms. If
E is submodular, meaning that all pairwise energies satisfy

01711(0’ 0) + 01"1(17 1) S 91711(07 1) + 91"1(17 O) ’ (2)

then maxflow/mincut-based algorithms (including QPBO)
are guaranteed to find the global optimal solution to the min-
imization problem [9, 33]. However, if the energy function
contains non-submodular terms, we cannot directly model
it as a maxflow/mincut problem [12, 34]. To overcome this
limitation, the QPBO algorithm uses an extended graph ap-
proach, in which every node is represented by two graph
nodes: anode p € V and a flipped node p € V. Every energy
term is then represented by two graph edges (see Table 1).
This allows the non-submodular terms to be represented as
graph edges between nodes p and ¢, and the flipped nodes
P and g. Computing the maximum flow/minimum cut of
this extended graph corresponds to minimizing the energy
function (1) [33] given that all terms are non-negative. One
can convert a QPBO function to an equivalent non-negative
one using the linear time algorithm described in [33].

Table 1. Conversion from energy terms to graph edges [33],

where s the source node, ¢ is the sink node, and p, g € V are
the flipped versions of the nodes p,q € V.

Energy term  Corresponding edges Edge capacity
0,,(0) (p— 1), (s = D) 50,(0)
6,(1) (s =), (5 1) 10,(1)

epq(ovl) (p—) Q)7(a_>f7) %‘gpq(()»l)
Opq(1,0) (@—=p),(P—7 %qu(l,O)
0pq(0,0) (p—17),(¢d—Dp) 304(0,0)
Ope(1,1)  @—=p),F—>a)  30h(11)

However, the support for non-submodular terms means
that the guarantee of finding the global optimal solution is
replaced by one of finding a partial optimal solution [33].
This means that we may get a solution with unlabeled nodes,
which may lead to bad segmentation results [23]. However,
when non-submodular terms are used only for exclusion,
[26] has shown that unlabeled nodes are rare and hardly
affect the resulting segmentation.

The original QPBO algorithm uses an efficient two-stage
approach [33]. In Stage 1, only submodular terms are con-
sidered and the problem is modelled and solved as a regular
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maxflow problem, i.e., without the flipped nodes. In Stage
2, the flipped graph is created by copying the residual graph
from Stage 1 and reversing the edges. Finally, the edges
for the non-submodular terms are added and the solution is
updated. This two-stage approach reduces the solve time
significantly, but relies on maxflow solvers that can handle
dynamic graphs efficiently, e.g., the BK algorithm [31].

3. Parallel QPBO

We now describe our new Parallel QPBO (P-QPBO) al-
gorithm, which combines the two-stage QPBO approach
described in Section 2 with the bottom-up merging paral-
lelization approach by Liu and Sun [36]. Judging from previ-
ous work [36, 40, 41, 44, 45], bottom-up merging provides
good performance on non-distributed multi-core systems.
Like Liu and Sun’s algorithm, ours has two phases. In Phase
A, the QPBO problem is split into disjoint sub-problems,
which are solved independently in parallel. In Phase B, these
partial solutions are merged and re-solved, also in parallel,
to get the complete solution. Note that Phase A/B strictly
refers to the splitting and merging of sub-problems. Stage
1/2 refers to whether the sub-graph associated with a sub-
problem has had the flipped graph added or not.

In contrast to Liu and Sun’s algorithm, which strictly
works as a maxflow/mincut solver, our algorithm also con-
siders each sub-problem as a QPBO problem. Specifically,
each sub-problem is kept in Stage 1 (where we do not need
the flipped graph) as long as it contains only submodular
terms. Thus, in the case of few non-submodular terms, most
sub-problems will remain in Stage 1 for most of Phases A
and B. This significantly reduces the solve time. We will now
describe the two phases, including the specific conditions,
which will trigger a conversion to Stage 2 for a sub-problem.
Figure 1 shows a visual summary.

Phase A: Partitioning of the QPBO problem is done by
splitting the underlying graph G = (V UV, £). We split the
node set V into NNV disjoint sets V1, Vs, ..., V. This gives
a partition of the graph nodes into blocks Wi, W, ..., Wi
where W; = {p,D | p € V;}. Then, for each pair of blocks
W;, W; connected by one or more edges, we identify inter-
block edges and store these in separate lists. From now on,
we refer to these edge lists as block interfaces. After building
the block interfaces we remove inter-block edges from G.

We now have a series of sub-graphs G; = ({W;, s,t},&;)
where & = {(p — ¢) € £ | p,q € W, }. Because these sub-
graphs are disconnected, except through the source and sink
nodes, we can compute their individual maxflow solutions
in parallel (see Figure l1a). For each sub-graph, we adapt
the two-stage approach from the serial QPBO algorithm.
First, we only consider submodular terms and do not add the
flipped graph. Then, if (and only if) a sub-graph contains
non-submodular terms, we transition the sub-graph to Stage
2. During this transition, the flipped graph is constructed

by copying the residual graph from Stage 1, the remaining
non-submodular edges are added, and the maxflow solution
is updated (see Figure 1b). When all sub-graphs have been
solved, we move to Phase B.

Phase B: In this phase we merge the sub-graphs to re-
create the original extended graph, G. Merging two sub-
graphs is done by re-adding the inter-block edges, which
were removed in Phase A. If all sub-graphs and inter-block
edges correspond to submodular terms, we keep both sub-
graphs in Stage 1 (see Figure 1c). If some of the inter-block
edges correspond to non-submodular terms, both sub-graphs
are transformed to Stage 2 (see Figure 1d) before the inter-
block edges are added (see Figure 1e). Furthermore, if the
two sub-graphs are in different stages, the sub-graph in Stage
1 is transformed to Stage 2 before inter-block edges are re-
added and the sub-graphs are merged (see Figure 1f). After
merging, the solution of the combined graph is updated.

To further reduce the solve time, we want merges to hap-
pen in parallel, for which we use the strategy from [36].
Updating the maxflow solution is a serial process, so only
one thread can work on a sub-graph at a time. For synchro-
nization, each sub-graph can be locked (meaning it is being
worked on) or unlocked (meaning it is free for merging).

To decide which sub-graphs to merge, each thread scans
through the list of block interfaces created in Phase A, until
it finds one that connects two unlocked sub-graphs. The
thread then locks the sub-graphs and merges them. Then, it
re-computes the maxflow solution for the merged sub-graph
and the sub-graph is unlocked. Note that after sub-graphs
have been merged, there may be several block interfaces
connecting the previously merged sub-graphs. Therefore,
when a thread finds a pair of sub-graphs to merge, it con-
tinues to scan the list of block interfaces to find all block
interfaces connecting the pair. The block interfaces are then
removed from the global list and the merge proceeds. A
global synchronization object is used to ensure that only one
thread can scan the list of block interfaces at a time.

At the end of Phase B, the number of remaining merges
will be less than the number of running threads (unless only
one thread is used). Therefore, if a thread scans the whole
list of block interfaces without encountering a pair of un-
locked sub-graphs, it terminates. As a result, the degree
of parallelism is gradually reduced near the end of Phase
B. However, for most problems, the time required for the
last merge will be small compared to the total solve time.
In total, the number of merges performed will be one less
than the number of blocks. The process for each thread is
summarized in Algorithm 1.

3.1. Correctness

Our P-QPBO algorithm will always give a solution equiv-
alent to that of the serial QPBO algorithm.
Energy: The energy of the solution is given by the unique
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Figure 1. Illustration of merging strategy. Blue dots and lines represent nodes and edges in the non-flipped graph, while
red dots and lines are nodes and edges in the flipped graph. Green lines represent edges between a node p € V and flipped
node § € V, corresponding to non-submodular terms. Dashed lines represent inter-block edges, which are re-added when the
sub-graphs are merged. The exception is green dashed lines between two blue nodes. These represent non-submodular energy
terms, which will be translated to edges, once the flipped graphs are added. Source/sink nodes and edges are not shown. (a)
The graph is split into sub-graphs and the Stage 1 solution for each sub-graph is computed in parallel. (b) Sub-graph A contains
internal non-submodular terms, so it is transformed to Stage 2 and the solution is updated. (c) Sub-graphs D and E are merged.
Inter-block edges are re-added and the sub-graph solution is updated. As all intra- and inter-block terms are submodular the
sub-graph remains in Stage 1. (d) A term between B and C is non-submodular, so the sub-graphs are transformed to Stage 2 to
prepare for merge. (e) Sub-graphs B and C are merged. (f) Sub-graph D + E is transferred to Stage 2 to allow merges with the

® Phase B

remaining sub-graphs. All sub-graphs are now in Stage 2, and merging can proceed as normal bottom-up merging.

value of the minimum cut for the extended graph. Since the
final graph is identical for the serial and parallel algorithms,
and they both compute a minimum cut, the solutions must
have the same energy.

Labeling: There may be several minimum cuts which
have the same cost/energy but label a different number of
nodes [33]. However, given a residual graph, the algorithm
from [4, 33] will choose the minimum cut that labels the
maximum number of nodes. It can be shown (proof in sup-
plementary material) that since both QPBO and P-QPBO
compute a minimum cut of the same graph, they must label
the same nodes after running this extra algorithm. Since this
extra step is an insignificant part of the overall runtime, we
do not include it in our runtime experiments.

3.2. Efficient graph partitioning and merging

The partitioning of the graph nodes into blocks is impor-
tant for the performance of the P-QPBO algorithm. While
our method allows for any partitioning of nodes, ideally,
we want as much work as possible to be done in Phase A
(computing the partial solutions) and as little as possible to

be done in Phase B (merging sub-graphs and updating solu-
tions). A good way to achieve this is to separate the nodes
into blocks that are densely packed (many intra-block terms)
and sparsely related (few inter-block terms). This speeds up
the merging by reducing the number of changes made to the
graph. Of course, the ideal partitioning very much depends
on the energy function.

For image segmentation, we can use the spatial position of
the nodes/pixels when partitioning them into blocks. Cutting
the image into evenly sized rectangular blocks, as done by
[36, 41] should result in many intra-block terms, compared
to inter-block terms, as long as the blocks are not very small.
When solving instance segmentation tasks using Sparse Lay-
ered Graphs (SLG) [26], an intuitive way to partition the
nodes is to create a block per label/object. This works well
when the interaction between the objects is low compared
to the size of the objects (which is usually the case), and
we have at least as many objects as the number of parallel
threads available on the system. We use this natural way of
partitioning the nodes for all our experiments, as most of our
images contain many objects.
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Algorithm 1: Phase B of the parallel QPBO algo-
rithm for each thread.
while true do
Lock synchronization object
LetS =0
foreach block interface s do
Let G; and G; be sub-graphs connected by s
if both G; and G; are unlocked then
S = {si | s; connects G; and G, }
break
Remove entries of S from list of block interfaces
if S is empty then
Unlock synchronization object
return

Lock sub-graphs G; and G; connected by S
Unlock synchronization object
/* Ensure sub-graphs are in stage 2 if needed. */
if S contains non-submodular terms or G; in stage 2
or G, in stage 2 then

if G; in stage 1 then Transform G; to stage 2

if G; in stage 1 then Transform G; to stage 2
Unite sub-graphs G; and G; to sub-graph G;;
/* Re-insert boundary edges */
foreach inter-block edge e in S do

Reinsert e in graph

if G;; in stage 2 then

Reinsert flipped edge of e in graph
if nodes of a have different labels then
Mark nodes of reinserted edges as active

Update maxflow for subgraph G;;
/* Make G;; available for merges */
Lock synchronization object
Unlock sub-graph G
Unlock synchronization object

For determining the merging order, P-QPBO uses the
same approach as Liu and Sun [36]. After Phase A, we
loop over each block interface and count the number of
potential new augmenting paths, when merging the sub-
graphs containing the blocks. This serves as a heuristic for
how much work must be done when merging the sub-graphs.
The list of block interfaces is then sorted in descending order
based on the number of potential new augmenting paths, in
the hope that threads will perform the most expensive merges
first. The goal is to do as much work as possible early in
Phase B, while the degree of parallelism is high.

4. Benchmark results

To test the scalability of our P-QPBO algorithm, we com-
pare it with two serial QPBO implementations. The first is
a slightly optimized implementation of the original QPBO
algorithm by Kolmogorov — we call it K-QPBO. The reason
we are using a slightly modified version is that the original

implementation has overflow issues for large graphs. The
second serial implementation is our own re-implementation
of K-QPBO, which contains numerous improvements in
data structures and optimizations of the code that improves
performance. We call this implementation Modern QPBO
(M-QPBO). M-QPBO is included to provide a more fair
comparison between a serial and parallel implementation
since M-QPBO contains the same performance optimization
as P-QPBO. When referring to results for our parallel imple-
mentation, we use the notation P-QPBO(t), where t is the
number of parallel threads used by P-QPBO.

We test the QPBO implementations on the two datasets
used in [26], and use the exact energy functions shared in
[27]. Our notebooks (based on [27]), used to formulate
the energy functions and to benchmark the QPBO algo-
rithms, are included in our supplementary material (DOI:
10.5281/zenodo.5201620). However, as our focus in this pa-
per is purely on the computational performance, the energy
formulations are not included in the paper.

The first dataset used for our experiments is a high-
resolution uCT 3D image of nerves [28] shown in Figure 2a.
This is a large segmentation task with many non-overlapping
objects. It allows us to test the scalability of the parallel
QPBO implementation across many CPU threads. The sec-
ond dataset is the BBBC038v1 stagel_train (S1) nuclei
image set from the Broad Bioimage Benchmark Collection
[37]. An image from the dataset along with the instance
segmentation results is shown in Figure 2b. Using these im-
ages, we test the performance of the QPBO implementations
on a variety of small and medium-sized segmentation tasks.
For both datasets, the energy function creates a nontrivial
graph topology consisting of irregularly interconnected or-
dered multi-column sub-graphs. Unlike general maxflow
problems, where a number of commonly used benchmark
datasets exist [1 6], there are no commonly used benchmark
datasets specifically for QPBO.

We use two Intel Xeon Gold 6226R (16 cores / 16 threads)
CPUs in dual socket configuration for all our benchmarks.
With this, we test how our implementation scales on a mod-
ern architecture with up to 32 threads executing in parallel.

4.1. Large segmentation tasks

The goal of this experiment is to compare the solve times
of the K-QPBO and M-QPBO to those of P-QPBO at various
parallel thread counts on large segmentation tasks. Although
solve times vary between system architectures, this experi-
ment shows the benefit of using P-QPBO, depending on the
number of CPU cores available.

In the experiment, we segment the myelin and axon of
216 nerves in a 2048 x 2048 x 2048 volume at two different
radial sampling resolutions, using the SLG method of [26].
The first resolution (N1) is the one used by [26], while the
second resolution (N2) is higher, resulting in a graph more
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Figure 2. (a) Result of N1 nerve segmentation task. Nodes
are split into blocks such that all nodes associated with either
the inner (red) or outer (blue) surface of a nerve are in the
same block (two blocks per nerve). (b) Example of nuclei
segmentation on the image from S1 with the most nuclei.
Nodes are split into blocks such that all nodes associated
with a cell are in the same block (one block per cell).

than twice the size of N1 (see Table 2). In both cases, the
output is a 3D multi-label segmentation with a total of 432
interacting objects (two per nerve). For P-QPBO we use one
block per object (see Figure 2a).

As shown in Table 2, our M-QPBO implementation re-
duces the solve time for the N1 task by 25% compared to the
K-QPBO implementation, while P-QPBO(1) outperforms M-
QPBO slightly for this task, with a 33% reduction compared
to K-QPBO, using only a single thread. Using two threads, P-
QPBO(2) provides a 62% reduction in solve time, compared
to K-QPBO, and a 49% reduction compared to M-QPBO.
The best result is achieved using 40 threads, in which case
P-QPBO is over 11 times faster than K-QPBO. Figure 3a
show the relative speed-up when using P-QPBO compared
to K-QPBO. We see that the performance increases up to
and beyond the number of CPU cores (32) in our test system.

For the larger N2 task, we observe even larger perfor-
mance improvements and better scaling of P-QPBO than
for N1 (see Figure 3b). From the solve times in Table 2,
we see that the bottom-up merging strategy, even without
parallelism, provides a reduction in solve time of 51% for
P-QPBO(1) compared to K-QPBO. Meanwhile, M-QPBO
provides a 26% reduction over K-QPBO. In other words, P-
QPBO clearly improves its relative performance as the task
grows, while M-QPBO performs similarly for N1 and N2,
when looking at the relative improvement over K-QPBO.

Both Figures 3a and 3b show that the speed-up increases
significantly less past 16 threads. This is expected, as we are
testing on a dual socket system, which means we are likely
to experience some degree of computational overhead when
using both CPUs, especially for cache and memory intensive

N1 N2

Nodes 363,748,800 818,434,800
Edges 2,124,073,454 4,864,255,488
Memory footprint
K-QPBO [33 134.2 GB 306.8 GB
M-QPBO 60.1 GB 182.7 GB
P-QPBO 70.0 GB 224.9 GB
Fastest solve time
K-QPBO [33] 836s 4987 s
M-QPBO 628 s 3,704 s
P-QPBO (1) 558 s 2,429 s
P-QPBO (16) 94 s 323s
P-QPBO (32) 80s 264 s
P-QPBO (40) 74 s 245s
P-QPBO (48) 76s 239 s

Table 2. Graph details for the nerve segmentation tasks.
Nodes and edges refer to the size of the full extended graph.
The memory footprint is the total memory footprint of the
graph and relevant bookkeeping. P-QPBO and M-QPBO
use 32-bit indices for N1, but 64-bit edge indices for N2,
because it has more than 23! edges. K-QPBO always uses
64-bit pointers for indexing. The solve times are shown
for each of the three algorithms, with a number of different
thread configurations for P-QPBO. Each solve time is the
minimum of ten runs for N1 and three runs for N2.

tasks such as computing the maximum flow. Yet, despite
the overhead, the combined 32 CPU cores allow P-QPBO to
scale past 32 threads for both N1 and N2, with P-QPBO(40)
significantly outperforming P-QPBO(32) in both cases. This
is perhaps a result of some threads idling while waiting for
the synchronization lock to be released.

Another reason for the way P-QPBO scales with the num-
ber of threads is the reduction in the degree of parallelism at
the end of Phase B. According to Amdahl’s law [1], this puts
a theoretical maximum to the speed-up, which in our case
will depend on the energies and blocking strategy. For the
nerve segmentation tasks we estimate a parallel fraction of
0.88 and 0.92 (including overhead) for N1 and N2, respec-
tively, meaning that most of the work is done in parallel.

We expect that most of the performance improvement
of M-QPBO over K-QPBO is due to the smaller memory
footprint of the graphs shown in Table 2. We achieve this
reduction by using more compact data structures for nodes
and edges. Instead of 64-bit pointers, we use 32-bit indices
where possible. Furthermore, we store forward and back-
ward edges adjacent in memory to avoid storing pointers
between these. P-QPBO and M-QPBO use the same funda-
mental data structures for nodes and edges. The increased
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Figure 3. Plots showing the relative speed-up in the solve time when using P-QPBO compared to K-QPBO and M-QPBO. The
speed-up is calculated using the fastest solve time out of ten runs for N1 and three runs for N2. K-QPBO and M-QPBO are
represented as horizontal lines, as they always use a single thread. We also show a fit of Amdahl’s law [ 1] and the parallel
fraction, p. Keep in mind that two 16 core CPUs were used, which means we expect the speed-up to stagnate or even decrease
when using more than parallel 32 threads. For these tasks, the stagnation appears to start at 40 threads on our test system.
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Figure 4. Box plots showing the relative speed-up for each image in the S1 dataset, for M-QPBO and P-QPBO compared
to K-QPBO. Following Tukey’s definition, the green line in the box is the median, the box marks the two quartiles and the
whiskers show the minimum and maximum values, excluding outliers. Outliers are defined as values more than 1.5 times the
interquartile range from the nearest quartile and are shown as rings. In (a) the results for all 670 images are shown, while (b)
only includes the 502 images with 16 or more nuclei. The relative speed-up is calculated using the fastest solve time for each

method, with each method having been run ten times.

memory footprint of the P-QPBO graph is a result of extra
bookkeeping needed for the bottom-up merging. Reducing
the memory footprint of the graph structures is important for
two reasons. 1) It increases performance due to improved
CPU cache and memory efficiency. 2) It allows us to solve
larger tasks without running out of memory.

It is important to remember that the scaling depends
both on the optimization problem and the system architec-
ture. Generally, we would expect M-QPBO to outperform
P-QPBO(1) on smaller tasks, due to the overhead of merging
the sub-graphs. However, for large tasks, using bottom-up
merging, even without parallel computations, actually turns
out to be faster. This behavior was previously noted by
[16, 36] and is probably due to a combination of shorter
augmenting paths and better cache efficiency.

For the N1 task, [26] reported a solve time of 44 minutes
for K-QPBO, which is much higher than the 14 minutes we
found in our experiments. We suspect that the main reason

for the big difference is that their system only had 112 GB
memory, while the graph has a footprint of at least 134 GB.
This could have caused memory swapping, which would
likely impact performance negatively.

4.2. Smaller segmentation tasks

We use the S1 dataset, previously used in [26], to compare
the performance of P-QPBO, M-QPBO, and K-QPBO on a
large set of 2D (non-grid) segmentation problems of varying
sizes. Figure 5 shows the distributions of graph nodes and
edges for the images. With a median of 437,400 nodes and
1,598,060 edges, we consider most of these segmentation
tasks relatively small. A few of the tasks are significantly
larger, with the largest (shown in Figure 2b) having just
over six million nodes and 60 million edges. To examine
the overall performance of M-QPBO and P-QPBO for these
small to medium-sized tasks, we compute the relative speed-
up when using our implementations compared to K-QPBO.
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Figure 5. Histograms of the distribution of nodes and edges
for the graphs used when segmenting the images in S1.

Figure 4 shows the relative speed-up for M-QPBO and P-
QPBO for each image in the dataset (Figure 4a) and for each
image with 16 or more nuclei (Figure 4b). Both M-QPBO
and P-QPBO show a significant improvement compared to
K-QPBO. When we include all images, there are cases where
the relative performance drops. In these few cases, the tasks
are very small (few nodes and terms), such that the overhead
of P-QPBO outweighs the benefits. If we look only at the
502 images with 16 or more nuclei (259,200 nodes or more),
M-QPBO and P-QPBO significantly outperform K-QPBO
for all images, except when using P-QPBO with a single
thread. For these smaller tasks, the overhead of merging
blocks is not outweighed by the shorter augmenting paths.
Thus, when using only a single thread, the best performance
is achieved without bottom-up merging.

For the images with 16 or more nuclei (Figure 4b), M-
QPBO gives a median speed-up of 1.8x, with a maximum
of 2.5x. P-QPBO(4) achieves the best overall performance,
with a median speed-up of 3.2x and a maximum of 5.3x.
While P-QPBO(6) and P-QPBO(8) show the best perfor-
mance in a few of the largest tasks, the overall performance
decreases slightly when compared to using four threads, due
to the majority of the tasks being relatively small.

4.3. Comparison with other solvers

We compare P-QPBO with other state-of-the-art
maxflow/mincut algorithms. To test the effect of the two-
stage QPBO strategy, we compare with our own implementa-
tion of the parallel maxflow/mincut algorithm by Liu and Sun
[36]. Furthermore, we compare with the serial EIBFS algo-
rithm [16], as it is currently the fastest serial maxflow/mincut
solver, and we compare with our own parallel version of
EIBFS (P-EIBFS) based on bottom-up merging. Finally, we
include a best case estimate for a QPBO implementation
using EIBFS as its maxflow/mincut solver (EIBFS-QPBO).

We compare the algorithms on the N1 and S1 tasks. The
maxflow/mincut algorithms are evaluated by first convert-
ing the QPBO problem to the full extended graph and then
running the algorithm on this graph. We do not include this
conversion time in the benchmark. Results are shown in
Table 3. We see that our algorithm significantly outperforms
the other methods.

Memory Best speed-up

NI NI S1

M-QPBO 60.1 GB 1.33  1.72£0.28
P-QPBO 70.0 GB 1047 2.96+0.89
Liu-Sun [36] 70.0 GB 6.07 0.78+0.13
EIBFS [16] 175.1 GB 1.08 0.3310.08
P-EIBFS 175.8 GB 0.63 0.68+0.14
EIBFS-QPBO* 175.1 GB 2.17  0.66£0.08

*Best case estimate (half of EIBFS solve time).

Table 3. Results of ablation experiment. We consider up
to 32 threads for N1 and up to 16 for S1. We report mem-
ory and best speed-up for N1 and best mean-+std. speed-up
for the S1 data. Speed-ups are computed w.r.t. K-QPBO.
The maxflow/mincut solvers were run on the full extended
graph. We do not include the time used to convert the QPBO
problem to a graph.

5. Conclusion

Our P-QPBO algorithm is the first parallel QPBO algo-
rithm. It scales much better than the serial K-QPBO algo-
rithm on modern multi-core hardware, by partitioning the
task into sub-tasks and solving them in parallel. It uses a
bottom-up merging strategy to combine the solutions, also in
parallel. This allows P-QPBO to solve tasks, such as image
segmentation, significantly faster than current algorithms.

Our experiments show that P-QPBO solves large multi-
object segmentation tasks over 20 times faster than K-QPBO,
with lower memory usage. It does so while remaining fully
compatible with K-QPBO, making no constraining assump-
tions about the graph structure. Even for smaller tasks, with
just a few hundred thousand nodes, P-QPBO is 2-5 times
faster than K-QPBO, using only four threads. This indicates
that P-QPBO will significantly outperform K-QPBO, even
on consumer hardware.

The scalability of P-QPBO, when combined with modern
hardware, makes P-QPBO suitable for solving much larger
optimization tasks than previously possible. Furthermore,
because it is a parallel algorithm, we expect the relative
performance of P-QPBO to keep increasing in the future.
Finally, P-QPBO is a general algorithm, which is suitable for
many binary optimization tasks, not just image segmentation.
Thus, we are confident that P-QPBO can be used not just for
faster image segmentation, but also for a wide range of other
tasks, both in computer vision and other fields.
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