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Figure 1: With traditional 3D reconstruction methods [45, 46], we can obtain a 3D model on complex and crowded indoor
environments. Our novel approach, DnD, takes both an RGB image and a sparse depth map projected from this 3D model as
input. Our method predicts dense and absolute-scale depth maps of single view dynamic scenes.

Abstract

We present a novel approach for estimating depth from
a monocular camera as it moves through complex and
crowded indoor environments, e.g., a department store or a
metro station. Our approach predicts absolute scale depth
maps over the entire scene consisting of a static background
and multiple moving people, by training on dynamic scenes.
Since it is difficult to collect dense depth maps from crowded
indoor environments, we design our training framework
without requiring depths produced from depth sensing de-
vices. Our network leverages RGB images and sparse depth
maps generated from traditional 3D reconstruction methods
to estimate dense depth maps. We use two constraints to
handle depth for non-rigidly moving people without track-
ing their motion explicitly. We demonstrate that our ap-
proach offers consistent improvements over recent depth
estimation methods on the NAVERLABS dataset, which in-
cludes complex and crowded scenes.

1. Introduction
There is considerable interest in using robotics and aug-
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mented reality technologies in crowded real-world spaces
corresponding to malls, airports, or public places. In or-
der to perform safe navigation or combine real and virtual
worlds, robots [29, 28, 44] or mobile devices [50, 35] need
a 3D geometric representation of large-scale indoor envi-
ronments. While there is considerable progress in terms of
capturing depth using LiDARs or stereo cameras, existing
devices still have their own limitations. For example, 3D
LiDARs [8] tend to produce sparse depth maps for distant
objects and may result in noisy point cloud maps due to the
high level of occlusions caused by multiple moving people.
Moreover, because of the high prices and large volumes of
the depth sensors, there is a critical need to consider the case
where only a single camera is available.

Given a large number of video frames, traditional 3D re-
construction methods such as structure-from-motion (SfM)
and multi-view stereo (MVS) [14, 49, 45, 46] can generate
a 3D model. Recently, visual localization techniques [38]
have been developed to allow mobile devices to obtain the
location and camera pose from which the image is taken.
Given the 3D model and visual position, however, mobile
devices moving through crowded indoor environments are
only able to capture sparse and highly noisy depth maps.
This is because traditional reconstruction methods are based
on both a static scene assumption (that static areas of the

112797



scenes can be observed from two different viewpoints) and
correct feature matching in two or more images. However,
the moving pedestrians in crowded indoor environments
tend to violate the static scenes assumption. Moreover, tra-
ditional 3D reconstruction methods may fail to perform the
correct matching on non-textured (e.g., walls), specular, and
reflective regions (e.g., glass) of the scene. Consequently,
these problems lead to a 3D model on complex and crowded
indoor environments.
Main Results: To address these limitations, we explore
new methods that can utilize the 3D model generated us-
ing traditional 3D reconstruction methods [45, 46] into
learning-based depth estimation algorithms for dynamic
scenes. Given the 3D model, our method can be used for
general applications because it can compute dense depth
maps of dynamic scenes without reconstructing this 3D
model iteratively. In contrast to supervised learning meth-
ods [27, 5, 26], our method does not rely on dense depth
maps generated from depth sensing devices. Our approach,
shown in Fig. 1, takes an RGB image and a sparse depth
map projected from the 3D model as input and outputs a
dense depth map. Given the pose obtained from the SfM
[45], we propose using the photometric consistency loss,
which enables our method to estimate dense depth maps,
and depth loss, forcing our network to learn absolute-scale
depth. Although these loss functions are useful for provid-
ing dense depth maps in static background regions, there
still exist great challenges in estimating depths of multi-
ple non-rigidly moving objects, i.e. the pedestrians. To
overcome this limitation, we propose two constraints: 1)
a flow-guided shape constraint to refine the depth maps for
human regions by filling missing parts of the human regions
and removing visual artifacts, and 2) a normal-guided scale
constraint to force our neural network to learn the absolute
scale depth in human regions guided by depth values in the
human’s ground contact point.

Compared to traditional reconstruction approaches or re-
cent learning-based methods [26, 66, 25], our approach
(DnD) shows a better ability to predict plausible depth in
both human and non-human regions, though we only use
a monocular camera. We evaluate our approach on the
NAVERLABS dataset [24], the first dataset that provides
both metric 3D SfM models and dynamic scenes collected
from a department store and a metro station. The main con-
tributions of this paper are summarized as follows:

• We introduce a novel approach to estimate the depth
maps using both dynamic scenes collected from a
moving monocular camera and given sparse depth
maps. We train the monocular depth estimation net-
work with a 3D model generated by traditional 3D re-
construction algorithms [45, 46].

• We present two novel constraints based on optical flow

and surface normal that improve the accuracy of our
monocular depth estimation network to predict abso-
lute scale depths for moving people.

• We highlight the benefits of our approach over the
state-of-the-art methods on crowded indoor envi-
ronments and observe 3.6% -10.2% improvement in
RMSE. Furthermore, our method works well in diverse
indoor datasets like TUM RGB-D and NYUv2.

2. Related Work
Structure from Motion and Multi-view Stereo Tradi-
tional SfM systems [49, 1, 45] rely on matching features
across two or more images of the same scene and using
epipolar geometry [19] to reconstruct depth. Multi-view
stereo (MVS) algorithms estimate the dense 3D structure of
a scene with multiple calibrated images from the arbitrary
viewpoints [14]. Recently, some researchers have presented
learning-based MVS methods [62, 66] that build on a neu-
ral network to learn the regularization of 3D cost volume.
However, traditional SfM and MVS methods often produce
sparse and erroneous 3D reconstruction due to incorrect fea-
ture matches and dynamic objects [37]. Due to static scene
assumption, they either drop pixels with low confidence or
estimate incorrect depth values for dynamic objects.
Monocular Depth Estimation The existing learning-based
depth estimation methods fall into two groups. One group
is based on supervised learning [11, 10, 32, 23, 13, 25,
63], which requires a large-scale dataset with groundtruth
depth maps. However, all of these methods require dense
groundtruth collected from active depth sensors. Other re-
cent works explore the idea of training with weak super-
visions, e.g., using ordinal depth relations as groundtruth
[69, 4, 56, 57] and leveraging multi-view stereo reconstruc-
tion algorithms to generate pseudo groundtruth from inter-
net photo collections [27, 5]. The other group is based on
self-supervised learning using either rectified stereo image
pairs [15, 16] or monocular video sequences [68, 64, 17,
18, 59, 61, 6] as training data. Video-based depth estima-
tion methods [31, 53, 34] use temporally consecutive frames
to estimate depth over time during inference under the as-
sumption of handling only static scenes. Several works for
monocular depth completion [12, 36, 58, 60, 7] have been
proposed to capitalize on sparse depth maps with corre-
sponding images, resulting in dense depth estimations.
Depth Estimation of a Dynamic Scene Existing works
[43, 41] use object-level motion segmentation to reconstruct
a dynamic scene. The key challenge of applying deep neu-
ral networks to this task is the lack of large-scale datasets
containing diverse and dynamic scenes. Many works adopt
a data-driven approach by building diverse datasets from ei-
ther internet stereo videos [54] or 3D videos [40]. Some
works [26, 5] use SfM and MVS to build a dataset with

12798



DecoderRGB 
Encoder

Depth 
Encoder

RGB 
Encoder Decoder

Photometric
Consistency Loss

(Section 3.2)

Flow-Guided
Shape Constraint

(Section 3.3)

Depth Loss
(Section 3.1)

O
pt

ic
al

 F
lo

w
 

G
en

er
at

io
n

𝑇𝑇𝑡𝑡→𝑡𝑡′

Re
la

tiv
e 

Po
se

 
Es

tim
at

io
n

𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭

SfM + MVS

Depth 
Encoder

Normal-Guided
Scale Constraint

(Section 3.4)

𝐷𝐷𝑡𝑡

𝐼𝐼𝑡𝑡 �𝐷𝐷𝑡𝑡

𝐷𝐷𝑡𝑡′

𝐼𝐼𝑡𝑡′ �𝐷𝐷𝑡𝑡′

𝑴𝑴𝐭𝐭

𝑴𝑴𝒕𝒕′

Figure 2: Overview of our proposed approach. The black box with a dotted line shows our monocular depth estimation
network consisting of an RGB encoder, a depth encoder, and a decoder. For training, the network takes consecutive temporal
frames (It, It′ ) with corresponding sparse depth maps (Dt, Dt′ ) projected from the 3D model as input. Our training method
is a combination of four terms. 1) The depth loss encourages our network to encode absolute scale from a depth input. 2) The
photometric consistency loss is based on view synthesis and regularizes the network training for static background regions.
3) The flow-guided shape constraint enables the network to complete missing pixels in human regions with proper depth
values and eliminate visual artifacts. 4) The normal-guided scale constraint enables our network to estimate accurate and
absolute-scale depths on moving people.

depth groundtruth from internet video collections. Li et
al. [26] use a collection of Mannequin Challenge videos
to train a network for depth estimation in dynamic scenes.
Yoon et al. [65] present a view synthesis of a dynamic scene
via monocular depth estimation with a pre-trained model
[40] and MVS. Luo et al. [34] finetune a pre-trained model
to satisfy 3D geometric constraints on consecutive video
frames. Although their method can handle scenes with a
moderate object motion, it is vulnerable to crowded scenes
with extreme object motion. In comparison, our method
does not require either particular datasets or the pre-trained
depth estimation network. Our approach can be generalized
to large-scale datasets in real-world crowded indoor envi-
ronments.

3. Our Method: DnD
We present a learning-based approach to estimate dense

and absolute-scale depth maps in scenes from complex and
crowded indoor environments. Intuitively, most scenes con-
sist of a static background (e.g., a wall) and dynamic ob-
jects (e.g., moving people). The sparse depth maps pro-
jected from the 3D model have absolute-scale depth values
in small regions of the static background. The rest of the re-
gions in the projected depth maps, including the static back-
ground and dynamic objects, have empty depth values. Our
proposed approach trains a dense depth estimation network
from monocular video sequences with the corresponding
sparse depth maps. As shown in Fig. 2, our depth estima-
tion model takes a current image It with a sparse depth map

Dt and temporally adjacent images It′ with sparse depth
maps Dt′ . The sparse depth maps Dt and Dt′ are projected
from the 3D model. The It′ includes two temporal frames
It−1 and It+1. Our depth estimation model predicts dense
depth maps D̂t and D̂t′ to compute a flow-guided shape
constraint.

3.1. Absolute-Scale Depth Loss

Generally, monocular depth estimation methods suffer
from an inherent scale ambiguity problem. To mitigate this
limitation, we use an absolute-scale depth input Dt as a
groundtruth. We apply the L1 loss to penalize the differ-
ences between the depth input Dt and the depth prediction
D̂t on the pixels where Dt values exist. The depth loss is
formulated as,

Ld =
∑
p∈Ω

∥ D̂t(p)−Dt(p) ∥, (1)

where Ω indicates valid points that involve available sparse
depths. This loss enables our network to learn absolute-
scale depth values in the regions of the depth input and fur-
ther extrapolate depth values with absolute scales in empty
regions including a static background and moving people.

3.2. Photometric Consistency Loss

To train our network, we turn to previous self-supervised
monocular depth estimation methods [68, 17] that have uti-
lized the photometric loss as the main loss function for
training the network. We are able to generate a synthesized
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frame I ′t by reprojecting temporally adjacent frames It′ to
the current frame It with the camera intrinsic matrix K, the
predicted depth D̂t, and the relative pose Tt→t′ . This rela-
tive pose between consecutive temporal frames is computed
from the absolute poses from SfM [45]. The photometric
consistency loss with a combination of L1 and SSIM [55] is
formulated as follows:

Lph = α
1− SSIM(It, I

′
t)

2
+ (1− α) ∥ It − I ′t ∥,

I ′t(p) = It′⟨π(KTt→t′D̂t(p)K
−1p̃)⟩,

(2)

where α = 0.85, p̃ is the homogeneous coordinate of p, π
means projection from homogeneous to image coordinates,
and ⟨·⟩ indicates the bilinear sampling function. Note that
one current frame and two temporally adjacent frames are
used to compute the photometric consistency loss. Follow-
ing [17], we remove the occluded and out-of-view pixels,
and also mask out low texture regions via minimum re-
projection loss and auto-masking techniques. In particular,
this photometric consistency loss encourages our network
to predict dense depth maps over the static backgrounds.

3.3. Flow-Guided Shape Constraint

The loss functions described in the previous sections are
still limited in their ability to provide accurate depths when
there are moving people. This is because both MVS and
photometric consistency loss operate under the assumption
of a single moving camera and a static scene. This assump-
tion implies that inconsistencies between different views of
each image are only derived from the camera ego-motion
in static scenes [19]. If we correctly estimate the motion
of moving people between the consecutive frames, the view
consistency for 3D reconstruction can be obtained for two
different views. However, with multiple moving people in
dynamic scenes, triangulation-based methods fail to achieve
a scene consistent depth map. Since multiple moving peo-
ple in scenes undergo non-rigid deformations, it is difficult
to explicitly estimate their 3D motion [54, 26, 22].

Instead of modeling object motions in 3D, we leverage
monocular video frames to estimate temporally coherent
depth maps with respect to moving camera motions and
non-rigidly moving people. To achieve this, we use optical
flow F , a human mask Mt from the current frame It, and
human masks Mt′ from the temporally adjacent frames It′ .
Given consecutive frame pairs, the optical flow describes
which pixel pairs have the same intensities. Human masks
are also used to find correct regions that overlap due to the
high-level of occlusion, non-rigid deformation, and com-
plex ego-motions of the moving camera.

M = Mt ∩ Ft′→t(Mt′), (3)

where M is the overlapped region of the flow-warped hu-
man mask Mt′ and the current human mask Mt to prevent
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Figure 3: (a) The process to obtain a surface normal from
the pixel coordinates and the corresponding depth values.
(b) shows that the ground normal ñ is not aligned with the
y-direction of the camera coordinates. The bottom images
indicate the process for propagating the reliable scale for
the person in the dashed red circle. The red point in the
third column means the small patch B, indicating the hu-
man’s ground contact point. In the fourth column, the yel-
low and blue points show the ground-patch intersection and
uniformly sampled points in the human mask respectively.

occlusion issues, meaning that some pixels from Mt do not
appear in Ft′→t(Mt′). In dynamic scenes captured by the
moving camera, the absolute depth values for dynamic hu-
man regions can be inconsistent. Thus, we apply the optical
flow field to compare consecutive inverse depth predictions
for human regions in gradient domains. Our proposed flow-
guided shape constraint is defined as

▽(d∗(p)) =
▽d∗(p)

| d∗(p) + ▽d∗(p) | + | d∗(p) |
,

Lf =
1

| M |
∑
p∈M

| ▽d∗t (p)− ▽Ft′→t(d
∗
t′(p)) |

(4)

where ▽ and ▽ denote the gradient and scale-invariant gra-
dient and d∗t = dt/µ(dt) indicates the mean-normalized
inverse depth. Our flow-guided shape constraint enforces
smooth gradients and completes missing parts of human re-
gions with accurate depth values. To regularize the depth
in a static background, we impose the edge-aware depth
smoothness loss Ls over pixels in non-human regions MC :

Ls =
∑

p∈MC

| ▽d∗t (p) | e−|▽It(p)|. (5)

3.4. Normal-Guided Scale Constraint

To achieve scale-aware depth estimation, accurate depth
estimation with an absolute scale for moving people is cru-
cial. We leverage absolute-scale depth values in the static
background to constrain the scale of depth values for mov-
ing people. Intuitively, people are standing on the ground
and the depth values of the humans are nearly the same as
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the ones on the ground. The human’s ground contact point
can be a significant geometric cue for scale-aware depth
estimation. Thus, we introduce weak supervision, which
forces several randomly selected points corresponding to
the particular human mask to be consistent with the ground
contact points’ depth values.

Inspired by [61, 59], we estimate the ground area us-
ing the surface normal. The 8-neighbors convention is
used to specify the normal direction, as seen in Fig. 3 (a).
Those 8 points at the 2D coordinate are split into 4 pairs,
where each pair of vectors is perpendicular, e.g., (i, j) =
{(2, 6), (3, 9), · · · }. The average of the four normals deter-
mines the final surface normal for the position p:

Nt(p) =
1

4

∑
−→ppi⊥−→ppj

−−→
PPi ×

−−→
PPj

∥
−−→
PPi ×

−−→
PPj ∥ 2

, (6)

where P means the reconstructed 3D point clouds for pixel
p by the predicted depth and the operator × denotes the
cross product. Among many pixel points p, we only need
points in ground regions. The true normal direction of
ground ñ = (0, 1, 0) and the estimated normal Nt(p) should
be matched. As in Fig. 3 (b), the camera is not perpen-
dicular to the ground by a difference of θ for the camera
model, and there exists the uncertainty of the estimated nor-
mal Nt(p). Thus, we set Sth as a threshold to find the
ground area and calculate the cosine similarity between the
true ground normal ñ and the predicted normal Nt(p):

G = {p | | cos−1 ñ ·Nt(p)

∥ ñ ∥∥ Nt(p) ∥
|< Sth}, (7)

where the operator · denotes the inner product. Then, in or-
der to determine the human’s ground contact point, we de-
tect small patches B centered at the bottom of the pixel in
the human instances. These pixels in both the small patches
and the ground area are possible candidates for the human’s
ground contact point. However, simply applying the con-
stant value as supervision risks severe degradation of depth
values in the human region because moving people have
exquisite and isometric shapes. Therefore, we uniformly
sample the pixels M ′ in the human mask Mt and constrain
them by the median value in the intersection of B and G:

Ln =
∑
p∈M ′

| D̂t(p)−med(D̂t(B ∩G)) |
D̂(p)

, (8)

where the operator med takes the median value of factors.

3.5. Overall Loss Function

Our overall loss function is a weighted sum over the pre-
viously introduced losses,

Ltotal = λdLd + λpLph + λsLs + λfLf + λnLn (9)

where λd, λp, λs, λf and λn denote weights on the respec-
tive loss terms selected through a grid search.

4. Experiments
4.1. Experiment Settings

To validate our method, we experiment with the
NAVERLABS Dataset, NYUv2 and TUM RGB-D dataset.
The depth value is represented in the metric scale (m). We
evaluate our method using the standard metrics [11].
NAVERLABS Indoor Localization: The NAVERLABS
dataset 1 [24] comprises scenes collected from two dif-
ferent places: Department Store (Dept) and Metro Station
(MS). This dataset is split into 60K images for training
and 835 images for testing in MS, and 25K images for
training and 443 images for testing in Dept. To evaluate
the crowdedness of indoor datasets, we use a crowd den-
sity, which is a ratio between the area of human pixels in
scenes and the area of all image pixels. Most public indoor
datasets [48, 2, 9, 3, 47, 52] do not have scenes with moving
people (< 0.1% crowd density). In NAVERLABS, Dept
and MS have 6.87% and 12.9% crowd density, the most
crowded dataset. Additionally, Dept and MS have 6.7 and
3.6 people per scene on average. Different types of datasets
[4, 56, 54, 26] that include diverse dynamic scenes contain
only images or ordinal depth relations for pairs of points.

NAVERLABS used all the images collected from 6 cam-
eras to build a 3D model via COLMAP [45, 46]. The
groundtruth poses for the input images were initially cal-
culated by LiDAR SLAM and further refined by bundle ad-
justment with prior results. Afterwards, metric depth im-
ages were generated by the COLMAP MVS algorithm. For
evaluation, we accumulated 0.3 seconds of LiDAR scans
corresponding to one scan line since the LiDAR is sampled
at 10 Hz. It is difficult to accumulate more LiDAR sweeps
because pedestrians cause severe noise and artifacts in the
projected depth maps.
TUM RGB-D: The TUM RGB-D dataset [51] is comprised
of 39 video sequences recorded with a Microsoft Kinect.
We used a subset of sequence, walking, which contains
moderate dynamic scenes that two people walk both in the
background and the foreground. We train our method on
these subsets and evaluate on the test set following MC [26].
NYUv2: Although the NYUv2 dataset [48] does not con-
tain dynamic scenes, it is the most common public bench-
mark of depth estimation for indoor scenes. The training
dataset consists of 268K images. We subsampled every 10
frames and used only 47k frames for training. The official
654 test scenes are used for evaluation.
Implementation Details: Our monocular depth estimation
network is based on U-Net [42], an encoder-decoder archi-
tecture. For training, we apply FlowNet2.0 [21] to com-
pute optical flow and Mask R-CNN [20] pre-trained on the
COCO dataset [30] to detect human masks. For normal-
guided scale constraint, we apply 20×20 boxes to compose

1is available at https://www.naverlabs.com/datasets
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Method Data Scaling F+B / F ( Lower is better ) F+B / F ( Higher is better )
Abs Rel Sq Rel RMSE RMSE log δ1.25 δ1.252 δ1.253

Fast-MVSNet [66] MS - 0.383 / 0.754 0.60 / 1.37 2.05/ 2.95 0.123/ 0.213 0.634 / 0.358 0.787 / 0.547 0.866 / 0.697
DepthComple [36] MS - 0.800 / 0.863 0.7 / 0.79 4.52 / 4.67 - / - 0.041 / 0.024 0.087 / 0.050 0.139 / 0.083
MiDaS [40] MS median 0.413 / 0.459 0.33 / 0.42 2.77 / 2.86 0.181 / 0.191 0.380 / 0.352 0.627 / 0.604 0.785 / 0.773
MC [26] MS median 0.294 / 0.315 0.30 / 0.22 2.05 / 2.53 0.122 / 0.162 0.585 / 0.459 0.822 / 0.741 0.906 / 0.847
BTS [25] MS - 0.396 / 0.696 0.66 / 1.24 1.96 / 2.70 0.120 / 0.198 0.665 / 0.401 0.792 / 0.589 0.862 / 0.726

DnD (Lph only) MS median 0.326 / 0.596 1.38 / 4.16 2.39 / 3.60 0.107 / 0.177 0.711 / 0.545 0.840 / 0.705 0.898 / 0.795
DnD MS - 0.189 / 0.240 0.20 / 0.16 1.76 / 2.44 0.084 / 0.133 0.806 / 0.677 0.881 / 0.798 0.919 / 0.856

Fast-MVSNet [66] Dept - 0.551 / 0.889 0.98 / 1.97 3.24 / 4.11 - / 0.243 0.431 / 0.288 0.655 / 0.498 0.791 / 0.654
DepthComple [36] Dept - 0.842 / 0.897 0.76 / 0.84 5.88 / 6.65 - / - 0.014 / 0.058 0.028 / 0.028 0.093 / 0.046
MiDaS [40] Dept median 0.461 / 0.519 0.46 / 0.54 4.39 / 3.72 0.208 / 0.210 0.375 / 0.332 0.579 / 0.554 0.729 / 0.728
MC [26] Dept median 0.428 / 0.385 0.40 / 0.29 3.91 / 3.36 0.190 / 0.178 0.364 / 0.384 0.626 / 0.676 0.786 / 0.822
BTS [25] Dept - 0.584 / 1.066 1.36 / 2.80 3.06 / 4.40 0.159 / 0.260 0.561 / 0.327 0.721 / 0.488 0.808 / 0.614

DnD (Lph only) Dept median 0.289 / 0.388 0.47 / 0.60 2.60 / 3.24 0.109 / 0.148 0.663 / 0.564 0.837 / 0.759 0.911 / 0.847
DnD Dept - 0.213 / 0.250 0.32 / 0.30 2.36 / 3.04 0.084 / 0.116 0.761 / 0.707 0.889 / 0.836 0.932 / 0.886

Table 1: Quantitative comparisons with the state-of-the-art depth estimation algorithms. F means the evaluation results in
the human regions and F+B indicates the evaluation results on depth values over the entire scene. MS and Dept denote the
Metro Station dataset and the Department Store dataset, respectively. DnD (Lph only) is trained only using the photometric
consistency loss. In the MS dataset, DnD shows improvement in depth for human regions by 3.6% in the RMSE metric. In
terms of depth for entire regions, DnD reduces the RMSE by 10.2%.

the small patch B. The camera of the NAVERLABS dataset
is towards the upper side for θ = 10◦ as in Fig. 3 (b); thus
Sth is set to 15◦. We investigate the sampling ratio for M ′

in Eq. 8 at 10%, 30%, and 50%, and we select 30% because
it is slightly better than others. In the supplementary ma-
terial, we provide more implementation details of network
architecture and training procedures.

4.2. Experimental Results on NAVERLABS dataset

For quantitative evaluation, we compare our proposed
method DnD with five different methods: 1) Fast-MVSNet
[66] is a learning-based multiview stereo algorithm, 2)
DepthComple is a learning-based depth completion al-
gorithm that adopts an early-fusion encoder-decoder net-
work from [36] combined with normalized convolution lay-
ers [12], 3) MiDaS [40] is a monocular depth estimation
method trained on a diverse set of datasets including vari-
ous dynamic scenes, 4) MC [26] is a monocular depth esti-
mation method trained on a Mannequin Challenge dataset,
and 5) BTS [25] is the state-of-the-art supervised monocu-
lar depth estimation method on the benchmark datasets [48].
To experiment with Fast-MVSNet, DepthComple, and BTS,
we use their public codes and train the network from scratch
with the NAVERLABS dataset. MiDaS and MC are imple-
mented with pre-trained weights from their public codes. To
train the former methods, we exploit a depth map projected
from the 3D model as groundtruth. In our experiments,
training video-based depth estimation methods [34, 53] fails
in the video frames of NAVERLABS. Their methods based
on static scene assumption cannot be applied for scenes
with extreme object motion. Furthermore, self-supervised
methods [17, 36] show poor performance for depth evalu-
ation. We observe that a joint training framework of pose
and depth from a monocular video is extremely difficult be-

cause pose networks often fail to estimate proper camera
ego-motion in complex and crowded indoor environments.
Instead, we provide experimental results of DnD (Lph only)
trained only with the photometric consistency loss similar
to self-supervised training settings, e.g., Monodepth2 [17].
DnD (Lph only) only converts an RGB image to a dense
depth map and thus suffers from the scale ambiguity issue.
DnD, Fast-MVSNet, DepthComple, and BTS are able to
estimate absolute depth values while MiDaS and MC only
output relative depth up to an unknown scale factor. Thus,
we apply a median scaling [17] to define a scale factor by
comparing their depth predictions with the absolute depth
from our groundtruth depths. In Table 1, we summarize
the quantitative results on two indoor datasets. DnD out-
performs other depth estimation methods on all evaluation
metrics. In particular, we observe an improvement in per-
formance at depths of both people (F) and the entire scene
(F+B). Although the models provided by MiDaS and MC
were trained on different datasets, the methods focus on
composing datasets for dynamic scenes and training their
depth estimation network with supervised learning. Com-
pared to such methods, our method can be scalable to gen-
eral environments without high quality groundtruth depths.

A qualitative comparison is shown in Fig. 4. The visual
results of DepthComple are added in the supplementary ma-
terial because this method fails to generate reasonable depth
maps. In general, the qualitative comparison corresponds
well to our quantitative results in Table 1. In terms of depth
in human regions, Fast-MVSNet and BTS fail to reconstruct
the depth for moving people regions. BTS is not able to
learn depths for moving people regions because it only re-
lies on COLMAP results as ground truth. Fast-MVSNet is
also not able to provide depths for moving people due to the
limitation of multi-view matching. In contrast, MC and Mi-
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Figure 4: Qualitative comparisons of the Metro Station dataset (1-2 rows) and the Department Store dataset (3-4 rows). Our
network takes an image (1st column) and a depth input projected from the 3D model (2nd column), and predicts dense depth
maps (7th column). Ground truth (8th column) collected from 3D LiDAR is used to evaluate our method. Depth results
(3-6 columns) are estimated by the existing depth estimation algorithms. Compared to MiDaS and MC, DnD generates
detailed and high quality depth maps in non-human regions and also shows depth maps in human regions with sharp depth
discontinuities. All color maps use the jet color map (low high; grey means empty depth values).

Method F+B / F ( Lower is better ) F+B / F ( Higher is better )
Abs Rel Sq Rel RMSE RMSE log δ1.25 δ1.252 δ1.253

DnD (Lph only) 0.326 / 0.596 1.38 / 4.16 2.39 / 3.60 0.107 / 0.177 0.711 / 0.545 0.840 / 0.705 0.898 / 0.795
DnD w/o FSC, NSC 0.209 / 0.304 0.24 / 0.25 1.80 / 2.56 0.095 / 0.172 0.767 / 0.540 0.851 / 0.690 0.899 / 0.787
DnD w/o NSC 0.204 / 0.299 0.23 / 0.24 1.78 / 2.51 0.094 / 0.170 0.772 / 0.552 0.856 / 0.701 0.901 / 0.790
DnD w/o FSC 0.192 / 0.252 0.20 / 0.17 1.77 / 2.47 0.086 / 0.139 0.794 / 0.644 0.877 / 0.785 0.917 / 0.851
DnD (full) 0.189 / 0.240 0.20 / 0.16 1.76 / 2.44 0.084 / 0.133 0.806 / 0.677 0.881 / 0.798 0.919 / 0.856

Table 2: Contributions of our proposed modules to the evaluation results on the Metro Station (MS) dataset. F means the
evaluation results on depth values in the human regions and F+B indicates the evaluation results on depth values over the
entire scene. The median scaling is applied to DnD (Lph only) for absolute scale depth prediction. Compared to DnD (Lph

only), we improve the RMSE by 26.4% in the entire scene and by 32.2% in the human regions.

DaS adequately estimate the depths in human regions with
sharp depth discontinuities. However, these methods show
blurry and noisy depths for background regions. Compared
to other methods, depth predictions over background re-
gions from our method are sharper and less noisy.

Ablation Study In Table 2, we validate the influence of
different loss terms within our proposed method. We note
that all our proposed modules contribute to a significant im-
provement in Table 2. In particular, both NSC and FSC
significantly improve depth estimation performance for all
evaluation metrics. Figure 5 provides an ablation study us-
ing qualitative comparison to better understand the effec-
tiveness of different loss terms in our method. In Fig. 5
(a), only using depth loss and photometric consistency loss
for training is able to estimate dense depth maps over the
entire scene. However, they show poor results especially
on depth in human regions. Figure 5 (b) and (c) validate
that our method improves the depth estimation performance
with each proposed module.

Analysis We study the effectiveness of the number of sparse
depth points and the crowd density. We use the accuracy

score δ1.25 as an evaluation metric because other metrics do
not show significant performance degradation in DnD. If the
number of matched local features is not enough for recon-
structing a plausible 3D model, the projected depth input
for DnD might become a highly sparse map. In this case,
the experimental results in Fig. 6 (a) show the relationship
between the number of depth points and the performance
of DnD. As the number of input depth points decreases, the
performance degrades slightly as expected. However, this
robustness to the sparsity proves that the RGB images serve
as the primary source of our monocular depth estimation
network. Furthermore, for the dense crowded scenes in in-
door environments, we select some highly crowded samples
in the original test set for the NAVERLABS dataset. These
are composed of 12% or more human pixels out of the total
number of the pixels in one image. Note that the crowd den-
sity is a more significant factor than the number of people
per scene in our task. We focus on pedestrians whose appar-
ent sizes are large (i.e., high crowd density) because they are
close to the camera and occlude those who lie behind them.
Despite the multiple non-rigid people, we notice that DnD
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Figure 5: Qualitative comparisons of the proposed modules.
(a) We note that a part of the human is cut off in the depth
map. The visual artifacts that look similar to RGB image
patterns often appear in human depth regions. (b) FSC en-
courages our network to capture sharper details, fill in miss-
ing parts of the human regions, and remove visual artifacts.
(c) We observe that NSC estimates depth with sharp depth
discontinuities and also recovers absolute scale depth values
for human regions.

robustly estimates depth for both humans and background
regions as in Fig. 6 (b).

DnD with Localization For the complete system of DnD,
there is a need for reprojected depth maps obtained from the
3D model using visual localization techniques. Thus, we
exploit Kapture toolbox [39] to estimate the camera pose
of given input images, and then project the 3D model to
the sparse depth maps. We describe more details about the
whole pipeline in the supplementary materials.

4.3. Results on NYUv2 and TUM RGB-D datasets

We train and evaluate our method on each NYUv2 and
TUM RGB-D dataset. Since the 3D map for TUM and
NYUv2 produced by COLMAP is only up to an unknown
scale factor, we cannot use metric depth as input. Instead,
we obtain the metric depth maps by sparsifying depth maps
collected from Kinect in order to use standard error metrics
for a fair comparison. To simulate sparse patterns existing
in COLMAP, we only maintain the depth values according
to the location of SIFT features [33] in the corresponding
images. Since the number of SIFT features varies in each
frame, we set the maximum number of features to 200 sam-
ples. Table 3 reports the quantitative comparisons with sev-
eral other depth estimation methods on both datasets. DnD
outperforms other single view methods, demonstrating the
benefit of our method in less crowded benchmark indoor
datasets. In supplementary materials, we show experimen-
tal results on TUM when we consider normalized relative
depth as projected depth maps obtained from a scale am-
biguous 3D model.
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Figure 6: (a) shows δ1.25 metric for our method correspond-
ing the number of uniform-sampled input depth points, and
(b) indicates the performance degradation for scenes with
high density crowds in MS and Dept: 8.8% and 9.7% for
FMVS (Fast-MVSNet [66]), 20% and 5.2% for MC [26],
10.2% and 17.1% for BTS [25], 6.2% and 6% for ours.

Method Dataset Lower is better Higher is better
RMSE Abs Rel δ1.25 δ1.252 δ1.253

BTS [25] (Single view) NYUv2 0.392 0.110 0.885 0.978 0.994
Yang et al. [60] (Single view) NYUv2 0.569 0.171 - - -
MonoDepth2 [17] (Single view) NYUv2 0.617 0.170 0.748 0.942 0.986
P2Net [67] (Multi view) NYUv2 0.533 0.147 0.801 0.951 0.987
DeepV2D [53] (Multi view) NYUv2 0.403 0.061 0.956 0.988 0.996

DnD (Single view) NYUv2 0.362 0.098 0.910 0.988 0.998

MC [26] (Single view) TUM 0.840 0.204 0.664 0.931 0.981
MC [26] (Multi view) TUM 0.570 0.129 - - -
MiDaS [40] (Single view) TUM 0.819 0.196 0.678 0.911 0.965

DnD (Single view) TUM 0.631 0.175 0.751 0.947 0.982

Table 3: Quantitative comparisons of the NYUv2 and TUM
RGB-D dataset. In both static and dynamic scenes, DnD
shows improved performance compared to recent methods.

5. Conclusion, Limitations, and Future Work

In this paper, we present a learning-based method for
estimating dense depth maps of dynamic scenes collected
from a moving monocular camera. Given RGB images and
sparse depth maps projected from a 3D model, our method
is able to predict absolute scale depth for multiple pedes-
trians and complex backgrounds. In complex and crowded
indoor environments, this is a practical method to use for
various robotics and augmented reality applications. Once
we initially have the 3D model, our method enables any
freely moving mobile devices with a single-view camera to
estimate dense depth maps. Our method still has limita-
tions that we plan to address. The sparse depth maps pro-
jected from the 3D model may be inaccurate or not aligned
with the current image. Also, our training method relies on
FlowNet2.0 [21] and Mask R-CNN [20]. In the future, we
would like to extend our approach to outdoor scenes.
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