
Generative Compositional Augmentations for Scene Graph Prediction

Boris Knyazev*,1,2 Harm de Vries3 Cătălina Cangea4
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Abstract

Inferring objects and their relationships from an image
in the form of a scene graph is useful in many applications
at the intersection of vision and language. We consider a
challenging problem of compositional generalization that
emerges in this task due to a long tail data distribution. Cur-
rent scene graph generation models are trained on a tiny
fraction of the distribution corresponding to the most fre-
quent compositions, e.g. <cup, on, table>. However, test
images might contain zero- and few-shot compositions of
objects and relationships, e.g. <cup, on, surfboard>. De-
spite each of the object categories and the predicate (e.g.

‘on’) being frequent in the training data, the models often fail
to properly understand such unseen or rare compositions.
To improve generalization, it is natural to attempt increas-
ing the diversity of the training distribution. However, in
the graph domain this is non-trivial. To that end, we pro-
pose a method to synthesize rare yet plausible scene graphs
by perturbing real ones. We then propose and empirically
study a model based on conditional generative adversarial
networks (GANs) that allows us to generate visual features
of perturbed scene graphs and learn from them in a joint
fashion. When evaluated on the Visual Genome dataset, our
approach yields marginal, but consistent improvements in
zero- and few-shot metrics. We analyze the limitations of our
approach indicating promising directions for future research.

1. Introduction

Reasoning about the world in terms of objects and re-
lationships between them is an important aspect of human
and machine cognition [21]. In our environment, we can
often observe frequent compositions such as “person on a
surfboard” or “person next to a dog”. When we are faced
with a rare or previously unseen composition such as “dog

*This work was partially done while the author was an intern at Mila.
Correspondence to: bknyazev@uoguelph.ca
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Figure 1. (a) The triplet distribution in Visual Genome [38] is
extremely long-tailed, with numerous few- and zero-shot composi-
tions (highlighted in red and yellow respectively). (b) The training
set contains a tiny fraction (3%) of all possible triplets, while many
other plausible triplets exist. We aim to “hallucinate” such com-
positions using GANs to increase the diversity of training samples
and improve generalization. Recall results are from [67].

on a surfboard”, to understand the scene we need to un-
derstand the concepts of ‘person’, ‘dog’, ‘surfboard’ and
‘on’. While such unbiased reasoning about concepts is easy
for humans, for machines this task has remained extremely
challenging [3, 32, 4, 35, 40]. Learning-based models tend
to capture spurious statistical correlations in the training
data [2, 52], e.g. ‘person’ rather than ‘dog’ has always oc-
curred on a surfboard. When the evaluation is explicitly
focused on compositional generalization – ability to recog-
nize novel or rare combinations of objects and relationships
– such models then can fail remarkably [3, 45, 67, 36].

Predicting compositions of objects and the relationships
between them from images is part of the scene graph gen-
eration (SGG) task. SGG is important, because accurately
inferred scene graphs can improve downstream results in
tasks, such as VQA [83, 29, 7, 41, 63, 26, 12], image cap-
tioning [78, 22, 42, 72, 48], retrieval [33, 5, 67, 69, 62] and
others [1, 75]. However, inferring scene graphs accurately is

15827



on ha
s of

we
ar

in
g in

ne
ar

wi
th

be
hi

nd
ho

ld
in

g
we

ar
s

ab
ov

e
sit

tin
g 

on
un

de
r

in
 fr

on
t o

f
rid

in
g

st
an

di
ng

 o
n

at
ta

ch
ed

 to
be

lo
ng

in
g 

to at
wa

lk
in

g 
on

ca
rry

in
g

ov
er

wa
tc

hi
ng

ha
ng

in
g 

fro
m fo
r0.0

0.1

0.2

0.3

Fr
ac

tio
n

Correlation between 
 distributions = 0.76

Entire test set
Zero-shot test set

m
an

pe
rs

on tre
e

wi
nd

ow sh
irt le
g

bu
ild

in
g

wo
m

an
he

ad sig
n

po
le

ha
nd

ta
bl

e
ha

ir
ca

r
le

af
pa

nt ea
r

pe
op

le
sh

oe
lig

ht
ar

m
do

or
pl

at
e

fe
nc

e

0.00

0.02

0.04

0.06

0.08

0.10

Fr
ac

tio
n Correlation between 

 distributions = 0.99

Entire test set
Zero-shot test set

Figure 2. The distributions of top-25 predicate (left) and object
(right) categories in Visual Genome [38] (split of [74]).

challenging due to a long tail data distribution and inevitable
appearance of zero-shot (ZS) compositions (triplets) of
objects and relationships at test time, e.g. “cup on surfboard”
(Figure 1). The SGG results using the recent Total Direct
Effect (TDE) method [67] show a severe drop in ZS recall
highlighting the extreme challenge of compositional general-
ization. This might appear surprising given that the marginal
distributions in the entire scene graph dataset (e.g. Visual
Genome [38]) and the ZS subset are very similar (Fig. 2).
More specifically, the predicate and object categories that are
frequent in the entire dataset, such as ‘on’, ‘has’ and ‘man’,
‘person’ also dominate among the ZS triplets. For example,
both “cup on surfboard” and “bear has helmet” consist of
frequent entities, but represent extremely rare compositions
(Fig. 1). This strongly suggests that the challenging nature
of correctly predicting ZS triplets does not directly stem
from the imbalance of predicates (or objects), as commonly
viewed in the previous SGG works, where the models
attempt to improve mean (or predicate-normalized) recall
metrics [9, 18, 68, 85, 67, 10, 80, 44, 81, 76]. Therefore, we
focus on compositional generalization and associated zero-
and few-shot metrics.

Despite recent improvements in compositional general-
ization within the SGG task [67, 36, 65], the state-of-the-art
result in zero-shot recall is still 4.5% compared to 41% for
all-shot recall (Figure 3). To address compositional general-
ization, we consider exposing the model to a large diversity
of training examples that can lead to emergent generaliza-
tion [27, 58]. To avoid expensive labeling of additional data,
we propose a compositional augmentation approach based on
conditional generative adversarial networks (GANs) [19, 49].
Our general idea is augmenting the dataset by perturbing
scene graphs and corresponding visual features of images,
such that together they represent a novel or rare situation.

Overall, we make the following contributions:
•We propose scene graph perturbation methods (§ 3.1.1)

as part of a GAN-based model (§ 3.1), to augment the
training set with underrepresented compositions;

•We propose natural language- and dataset-based met-
rics to evaluate the quality of (perturbed) scene graphs
(§ 3.2);

•We extensively evaluate our model and outperform a
strong baseline in zero-, few- and all-shot recall (§ 4).

Our code is available at https://github.com/
bknyaz/sgg.
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Figure 3. In this work, the compositional augmentations we propose
improve on zero-shot (ZS) as well as all-shot recall.

2. Related Work
Scene Graph Generation. SGG [74] extended an earlier

visual relationship detection (VRD) task [45, 60], enabling
generation of a complete scene graph (SG) for an image.
This spurred more research at the intersection of vision and
language, where a SG can facilitate high-level visual reason-
ing tasks such as VQA [83, 29, 63] and others [1, 75, 55].
Follow-up SGG works [43, 77, 82, 85, 23, 68, 46, 47]
have significantly improved the performance in terms of
all-shot recall (Fig. 3). While the problem of zero-shot (ZS)
generalization was already actively explored in the VRD
task [84, 79, 73], in a more challenging SGG task and on
a realistic dataset, such as Visual Genome [38], this problem
has been addressed only recently in [67] by proposing
Total Direct Effect (TDE), in [36] by normalizing the graph
loss, and in [65] by the energy-based loss. Previous SGG
works have not addressed the compositional generalization
issue by synthesizing rare SGs. The closest work that
also considers a generative approach is [73] solving the
VRD task. Compared to it, our model follows a standard
SGG pipeline and evaluation [74, 82] including object
and predicate classification, instead of classifying only the
predicate. We also condition a GAN on SGs rather than
triplets, which combinatorially increases the number of
possible augmentations. To improve SG’s likelihood, we
leverage both the language model and dataset statistics as
opposed to random compositions as in [73].

Predicate imbalance and mean recall. Recent SGG
works have focused on the predicate imbalance problem [9,
18, 68, 85, 67, 10, 80, 44, 81, 76] and mean (over predicates)
recall as a metric not sensitive to the dominance of frequent
predicates. However, as we discussed in § 1, the challenge of
compositional generalization does not directly stem from the
imbalance of predicates, since frequent predicates (e.g. ‘on’)
still dominate in unseen/rare triplets (Fig. 2). Moreover, [67]
showed mean recall is relatively easy to improve by standard
Reweight/Resample methods, while ZS recall is not.

Data augmentation with GANs. Data augmentation is
a standard method for improving machine learning models
[57]. Typically these methods rely on domain specific knowl-
edge such as applying known geometric transformations to
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Figure 4. Illustrative examples of different perturbation schemes we consider. Only the subgraph is shown for clarity.

images [17, 11]. In the case of SGG we require more general
augmentation methods, so here we explore a GAN-based
approach as one of them. GANs [19] have been signifi-
cantly improved w.r.t. stability of training and the quality
of generated samples [6, 34], with recent works considering
their usage for data augmentation [58, 64, 61]. Furthermore,
recent work has shown that it is possible to produce plau-
sible out-of-distribution (OOD) examples conditioned on
unseen label combinations, by intervening on the underlying
graph [37, 8, 66, 13, 20]. In this work, we have direct access
to the underlying graphs of images in the form of SGs, which
allows us to condition on OOD compositions as in [8, 13].

3. Methods
We consider a dataset of N tuples D = {(I,G, B)}N ,

where I is an image with a corresponding scene graph
G [33] and bounding boxes B. A scene graph G = (O,R)
consists of n objects O = {o1, ..., on}, and m relation-
ships between them R = {r1, ..., rm}. For each object
oi there is an associated bounding box bi ∈ R4, B =
{b1, ..., bn}. Each object oi is labeled with a particular cat-
egory oi ∈ C, while each relationship rk = (i, ek, j) is a
triplet with a subject (start node) i, an object (end node)
j and a predicate ek ∈ R, where R is a set of all pred-
icate classes. For further convenience, we define a cate-
gorical triplet (composition) r̃k = (oi, ek, oj) consisting
of object and predicate categories, R̃ = {r̃1, ..., r̃m}. An
example of a scene graph is presented in Figure 4 with ob-
jects O = {person, surfboard, wave} and relationships
R = {(3, near, 1), (1, on, 2)} and categorical relationships
R̃ = {(wave, near, person), (person, on, surfboard)}.

3.1. Generative Compositional Augmentations
In a given dataset D, such as Visual Genome [38], the

distribution of triplets is extremely long-tailed with a small
fraction of dominating triplets (Fig. 1). To address the long-
tail issue, we consider a GAN-based approach to augment
D and artificially upsample rare compositions. Our model
is based on the high-level idea of generating an additional
set D̂ = {(Î , Ĝ, B̂)}N̂ . A typical scene-graph-to-image
generation pipeline is [31] Ĝ → B̂ → Î . We describe our
model accordingly by beginning with constructing Ĝ and
B̂ (§ 3.1.1) followed by the generation of Î (in our case,
features) (§ 3.1.2). See Figure 5 for the overall pipeline.

3.1.1 Scene Graph Perturbations
We propose three methods to synthetically upsample under-
represented triplets in the dataset (Fig. 4). Our goal is to
construct diverse compositions avoiding both very likely
(already abundant in the dataset) and very unlikely (“implau-
sible”) combinations of objects and predicates, so that the dis-
tribution of synthetic Ĝ will resemble the tail of the real distri-
bution of G. To construct Ĝ, we perturb existing G available
in D, since constructing graphs from scratch is more diffi-
cult: G → Ĝ. We focus on perturbing nodes only as it allows
the creation of highly diverse compositions, so Ĝ = (Ô, R),
where Ô = {ô1, ..., ôn} are the replacement object cate-
gories. We perturb only L · n nodes, where L ∈ R[0,1], so
ôi = oi for n(1−L) nodes. We sample L·n nodes for pertur-
bation based on their sum of in and out degrees. Each scene
graph typically has a few “hub” nodes densely connected to
other nodes. So, by perturbing the hubs, we introduce more
novel compositions with fewer perturbations.

RAND (random) is the simplest strategy, where for a node
i we uniformly sample a category ô from C, so that oi = ô.

NEIGH (semantic neighbors) leverages pretrained GloVe
word embeddings [54] available for each of the object cat-
egories C. Thus, given node i of category oi we retrieve
the top-k neighbors of oi in the embedding space using co-
sine similarity. We then uniformly sample ô from the top-k
neighbors replacing oi with ô.

GRAPHN (graph-structured semantic neighbors). RAND
and NEIGH do not take into account the graph struc-
ture or dataset statistics leading to unlikely or not diverse
enough compositions. To alleviate that, we propose the
GRAPHN method. Given node i of category oi in the graph
G, we consider all triplets R̃i = {r̃k,i} in G that contain i as
the start or end node, i.e. r̃k,i = (oi, ek, oj) or (oj , ek, oi).
For example in Figure 4, if oi is ‘person’, then R̃i =
{(person, on, surfboard), (wave, near, person)}. For
each r̃k,i we find all triplets R̃c in the dataset D match-
ing (oc, ek, oj) or (oj , ek, oc), where oc ̸= oi is a candidate
replacement for oi. For each candidate oc, we count matched
triplets nc = |R̃c| and define unnormalized probabilities p̂c
based on the inverse of nc, namely p̂c = 1/nc. This way we
define a set of possible replacements {oc, p̂c} for node i.

One of our key observations is that depending on the eval-
uation metric and amount of noise in the dataset, we might
want to avoid sampling candidates with very high p̂c (low nc).
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Figure 5. Our generative scene graph augmentation pipeline with its main components: discriminators D, a generator G and a scene graph
classification model F . See § 3 and § A.1 in Appendix for a detailed description of our pipeline and model architectures.

Therefore, to control for that, we introduce an additional hy-
perparameter α that allows to filter out candidates with nc <
α by setting their p̂c to 0. This way we can trade-off between
upsampling rare and frequent triplets. We then normalize pc
to ensure

∑
pc = 1 and sample o′ ∼ pc. To further increase

the diversity, the final ô is chosen from the top-k semantic
neighbors of o′ as in NEIGH, including o′ itself. GRAPHN is
a sequential perturbation procedure, where for each node
the perturbation is conditioned on the current graph state. In
contrast, RAND and NEIGH perturb all L ·n nodes in parallel.

Bounding boxes. Since we perturb only a few nodes, for
simplicity we assume that the perturbed graph has the same
bounding boxes B: B̂ = B. While one can reasonably argue
that object sizes and positions vary a lot depending on the
category, i.e. “elephant” is much larger than “dog”, we can
often find instances disproving that, e.g. if a toy “elephant”
or a drawing of an elephant is present. Empirically we found
this approach to work well. Please see § B.3 in Appendix for
the experiments with predicting B̂ conditioned on Ĝ.

3.1.2 Scene Graph to Visual Features

Given perturbed (Ĝ, B̂), the next step in our GAN-based
pipeline is to generate visual features (Figure 5). To train
such a model, we first need to extract real features from
the dataset D = {(I,G, B)}N . Following [74, 82], we
use a pretrained and frozen object detector [59] to extract
global visual features H from input images. Then, given
B and H , we use RoIAlign [24] to extract visual features
(V,E) of nodes and edges, respectively. To extract edge
features between a pair of nodes, the union of their bounding
boxes is used [82]. Since we do not update the detector, we
do not need to generate images as in scene-graph-to-image
models [31], just intermediate features Ĥ, V̂ , Ê.

Main scene graph classification model F . Given ex-
tracted (V,E), the main model F predicts a scene graph
G = (O,R), i.e. it needs to correctly assign object labels O
to node features V and predicate classes R to edge features
E. Our pipeline is not constrained to the choice of F .

Generator G. Our scene-graph-to-features generator G
follows the architecture of [31]. First, a scene graph Ĝ is pro-
cessed by a graph convolutional network (GCN) to exchange
information between nodes and edges. We found it beneficial
to concatenate output GCN features of all nodes with visual
features V ′, where V ′ are sampled from the set {Voi} pre-
computed at the previous stage and oi is the category of node
i. By conditioning the generator on visual features, the main
task of G becomes simply to align and smooth the features
appropriately, which we believe is easier than generating
visual features from the categorical distribution. In addition,
the randomness of this sampling step injects noise improving
the diversity of generated features. The generated node fea-
tures and the bounding boxes B̂ are used to construct the lay-
out followed by feature refinement [31] to generate Ĥ . After-
wards, (V̂ , Ê) are extracted from Ĥ the same way as (V,E).

Discriminators D. We have independent discriminators
for nodes and edges, Dnode and Dedge, that discriminate
real features (V , E) from fake ones (V̂ , Ê) conditioned
on their class as per the CGAN [49, 56]. We add a global
discriminator Dglobal acting on feature maps H , which
encourages global consistency between nodes and edges.
Thus, Dnode and Dedge are trained to match marginal
distributions, while Dglobal is trained to match the joint
distribution. The right balance between these discriminators
should enable the generation of realistic visual features
conditioned on OOD scene graphs. Please see § A.1 in
Appendix for the detailed architectures of D and G.

Losses. To train our generative model, we define several
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losses. These include the baseline SG classification loss (1)
and ones specific to our generative pipeline (2)-(5). The
latter are motivated by a CycleGAN [86] and, similarly,
consist of the reconstruction and adversarial losses (2)-(5).

We use an improved scene graph classification loss
from [36], which is a sum of the node cross-entropy loss LO

and graph density-normalized edge cross-entropy loss LR:

LCLS = L(F (V,E),G) =
= LO(F (V,E), O) + LR(F (V,E), R). (1)

LR is computed based on the ratio of foreground (an-
notated) to background (not annotated) edges in a batch
of scene graphs [36]. To improve F by training it on
augmented features (V̂ , Ê), we define the reconstruction
(cycle-consistency) loss analogous to (1):

LREC =L(F (G(Ĝ, B̂, V ′)), Ĝ) =
=LO(F (V̂ , Ê), Ô) + LR(F (V̂ , Ê), R). (2)

We do not update G on this loss to prevent its potential
undesirable collaboration with F . Instead, to train G as well
as D, we optimize conditional adversarial losses [49]. We
first write these separately for D and G in a general form. So,
for some features x and their corresponding class y:

LD
ADV(x,y) = Ex∼pdata(x)[logD(x|y)]+

EĜ∼pĜ(Ĝ)[log(1−D(G(Ĝ)|y)] (3)

LG
ADV(y) = EĜ∼pĜ(Ĝ)[logD(G(Ĝ)|y)]. (4)

We compute these losses for object and edge visual fea-
tures by using the discriminators Dnode and Dedge. This loss
is also computed for global features H using Dglobal, so that
the total discriminator and generator losses are:

LD
ADV = LD

ADV(V,O) + LD
ADV(E,R) + LD

ADV(H, ∅)
LG

ADV = LG
ADV(O) + LG

ADV(R) + LG
ADV(∅), (5)

where ∅ denotes that our global discriminator is uncondi-
tional for simplicity. Thus, the total loss to minimize is:

L = LCLS + LREC︸ ︷︷ ︸
update F

−γ( LD
ADV︸ ︷︷ ︸

update D

+ LG
ADV︸ ︷︷ ︸

update G

), (6)

where the loss weight γ = 5 worked well in our experiments.
Compared to a similar work of [73], in our model all of its
components (F,D,G) are learned jointly end-to-end.

3.2. Semantic Plausibility of Scene Graphs

Language model. To directly evaluate the quality of per-
turbations, it is desirable to have some quantitative measure
other than downstream SGG performance. We found that
a cheap (relative to human evaluation) and effective way to
achieve this goal is to use a language model. In particular,
we use a pretrained BERT [14] model and estimate the
“semantic plausibility” of both ground truth and perturbed
scene graphs in the following way. We create a textual query
from a scene graph by concatenating all triplets (in a random

order). We then mask out one of the perturbed nodes (in
case of Ĝ) or a random node (in case of G) in the triplet, so
that BERT can return (unnormalized) likelihood scores for
the object category of the masked out token. We have also
considered using this strategy to create SG perturbations
as an alternative to GRAPHN. However, we did not find it
effective for obtaining rare scene graphs, since BERT is
not grounded to visual concepts and not aware of what is
considered “rare” in a particular SG dataset. For qualitative
evaluation and when BERT scores are averaged over many
samples, we found them still useful as a rough measure of
SG quality. Please see § B.2 in Appendix for an example
of the BERT-based estimation of scene graph quality.

Hit rate. For perturbed SGs, we compute an additional
qualitative metric, which we call the ‘Hit rate’. Assuming we
perturbed M triplets in total for all training SGs, this metric
computes the percentage of the triplets matching an actual an-
notation in an evaluation test subset (zero-, few- or all-shot).

4. Experiments
4.1. Dataset, Models and Hyperparameters

We use a publicly available SGG codebase1 for evaluation
and baseline model implementations. For the model F , we
use Iterative Message Passing (IMP+) [74, 82] and Neural
Motifs (NM) [82]. IMP+ shows strong compositional gen-
eralization capabilities [36] and, therefore is more explored
in this work. We use an improved loss for (1) from [36], so
we denote our baselines as IMP++ and NM++. We use the
default hyperparameters and identical setups for the baseline
models without a GAN and our models with a GAN. We bor-
row the detector Faster-RCNN with the VGG16 backbone
pretrained on Visual Genome (VG) from [82] and use it in
all our experiments. We evaluate the models on a standard
split of VG [38], with the 150 most frequent object classes
and 50 predicate classes, introduced in [74]. The training
set has 57723 and the test set has 26446 images. Similarly
to [36, 73, 67, 65], in addition to the all-shot (all test scene
graphs) case, we define zero-shot, 10-shot and 100-shot test
subsets. For each such subset we keep only those triplets
in a scene graph that occur 0, 1-10 or 11-100 times during
training and remove samples without such triplets, which
results in 4519, 9602 and 16528 test scene graphs (and im-
ages) respectively. We use a held-out validation set of 5000
images for tuning the hyperparameters.

Baselines. In addition to the IMP++ and NM++
baselines, we evaluate RESAMPLE, REWEIGHT and
TDE [67] when combined with IMP++. RESAMPLE
samples training images based on the inverse frequency of
predicates/triplets [67]. REWEIGHT increases the softmax
scores of rare predicate classes (see § B.4 in Appendix for
details). TDE debiases contextual edge features of a SGG

1https://github.com/rowanz/neural-motifs
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Table 1. Results on Visual Genome [38] using models based on IMP++ [36]. The top-1 result in each column is bolded (ignoring
ORACLE-ZS). ORACLE-ZS results are an upper bound estimate of ZS recall obtained by directly using ZS test triplets for perturbations.

ZERO-SHOT RECALL 10-SHOT RECALL 100-SHOT RECALL ALL-SHOT RECALL
MODEL SGCls PredCls SGCls PredCls SGCls PredCls SGCls PredCls SGCls-mR

Baseline (IMP++) 9.27±0.10 28.14±0.05 21.80±0.19 42.78±0.32 40.42±0.02 67.78±0.07 48.70±0.08 77.48±0.09 27.78±0.10

GAN+GRAPHN, α = 2 9.89±0.15 28.90±0.14 21.96±0.30 43.79±0.27 41.22±0.33 69.17±0.24 50.06±0.29 78.98±0.09 27.79±0.48

GAN+GRAPHN, α = 5 9.62±0.29 29.18±0.33 22.24±0.11 43.74±0.10 41.39±0.26 69.11±0.05 50.14±0.21 78.94±0.03 27.98±0.23

GAN+GRAPHN, α = 10 9.84±0.17 28.90±0.46 22.04±0.33 43.54±0.36 41.46±0.15 69.13±0.24 50.10±0.23 79.00±0.09 27.68±0.37

GAN+GRAPHN, α = 20 9.65±0.15 28.68±0.28 21.97±0.30 43.64±0.20 41.24±0.08 69.31±0.17 49.89±0.28 78.95±0.04 27.42±0.36

Ablated models
GAN (no perturb.) 9.25±0.20 28.66±0.35 22.15±0.21 43.66±0.29 41.58±0.20 69.16±0.16 50.38±0.28 79.05±0.08 28.17±0.08

GAN+RAND 9.71±0.09 28.71±0.40 21.89±0.21 43.33±0.18 41.01±0.32 68.88±0.23 49.83±0.32 78.84±0.10 27.45±0.48

GAN+NEIGH 9.65±0.04 28.68±0.40 21.86±0.23 43.77±0.15 41.25±0.35 69.07±0.09 50.00±0.36 78.94±0.10 27.41±0.51

Other baselines
REWEIGHT 9.58±0.14 28.27±0.22 22.19±0.09 42.98±0.17 40.00±0.01 65.27±0.13 48.13±0.10 74.68±0.13 30.95±0.05

RESAMPLE-predicates 9.13±0.06 27.77±0.10 21.35±0.05 42.14±0.16 39.69±0.06 66.74±0.01 48.23±0.10 76.59±0.05 28.44±0.38

RESAMPLE-triplets 8.94±0.16 27.66±0.14 21.65±0.10 42.60±0.17 39.39±0.08 66.44±0.06 47.77±0.10 76.38±0.14 27.56±0.10

TDE 9.21±0.21 27.91±0.09 21.20±0.16 41.61±0.32 39.72±0.10 65.40±0.21 48.35±0.08 76.22±0.17 28.25±0.21

ORACLE perturbations Ĝ
GAN+ORACLE-ZS Ĝ 10.11±0.34 29.27±0.10 22.05±0.38 43.78±0.09 41.38±0.50 69.06±0.16 50.19±0.36 79.00±0.08 27.91±0.56

GAN+ORACLE-ZS Ĝ + B̂ 10.52±0.31 29.43±0.42 21.98±0.39 43.03±0.13 41.12±0.19 68.73±0.17 50.05±0.35 78.65±0.09 27.52±0.46

(a) Zero-shot hit rate (b) 10-shot hit rate (c) 100-shot hit rate (d) All-shot hit rate
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Figure 6. Triplet hit rates (§ 3.2) versus the threshold α on four different VG test subsets using our perturbation methods.

model. We use the Total Effect (TE) variant according
to Eq. 6 in [67], since applying TDE to IMP++ is not
straightforward due to the absence of conditioning on
node labels when making predictions for edges in IMP++.
REWEIGHT and TDE/TE do not require retraining IMP++.

GAN. To train the generator G and discriminators D of
a GAN, we generally follow hyperparameters suggested by
SPADE [53]. In particular, we use Spectral Norm [50] for
D, Batch Norm [30] for G, and TTUR [25] with learning
rates of 1e-4 and 2e-4 for G and D respectively.

Perturbation methods (§ 3.1.1). We found that
perturbing L = 20% nodes works well across the methods,
which we use in all our experiments. For NEIGH we use
top-k=10 as a compromise between too limited diversity
and plausibility. For GRAPHN, we set top-k=5, as the
method enables larger diversity even with very small top-k.
To train the GAN-based models with GRAPHN, we use
frequency threshold α = [2, 5, 10, 20]. In addition to the
proposed perturbation methods, we also consider so called
ORACLE-ZS perturbations. These are created by directly
using ZS triplets from the test set (all obtained triplets
are the same as ZS triplets, so that zero-shot hit rate is
100%). We also evaluate ORACLE-ZS+B̂, which in addition
to exploiting test ZS triplets, uses bounding boxes from
the test samples corresponding to the resulted ZS triplets.
ORACLE-ZS-based results are an upper bound estimate of
ZS recall, highlighting the challenging nature of the task.

Evaluation. Following prior work [74, 82, 36, 67], we
focus our evaluation on two standard SGG tasks: scene
graph classification (SGCls) and predicate classification
(PredCls), using recall (R@K) metrics. The scene graph
generation (SGGen) results are presented in § B.6 in Ap-
pendix. Unless otherwise stated, we report results with
K=100 for SGCls and K=50 for PredCls, since the latter
is an easier task with saturated results for K=100. We com-
pute recall without the graph constraint in Table 1, since
it is a less noisy metric [36]. We emphasize performance
metrics that focus on the ability to recognize rare and novel
visual relationship compositions [36, 67, 65]: zero-shot and
10-shot recalls. In Tables 1 and 2, the mean and standard
deviations of 3 runs (random seeds) are reported.

4.2. Results
Main SGG results (Table 1). First, we compare the base-

line IMP++ to our GAN-based model trained without and
with perturbation methods. Even without any perturbations,
the GAN-based model significantly outperforms IMP++, es-
pecially on the 100-shot and all-shot recalls. GANs with
simple perturbation strategies, RAND (as in [73]) and NEIGH,
improve on zero-shots, but at a drop in the 100-shot and all-
shot recalls. GANs with GRAPHN further improve ZS and
10-shot recalls, but compared to RAND and NEIGH, also
show high recalls on the 100-shots and all-shots.

For GRAPHN, there is a connection between the SGG
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Table 2. ZS recall results on VG using the graph constraint eval-
uation. †The results are obtained with a more advanced feature
extractor and, thus, are not directly comparable.

MODEL
SGCls PredCls

zsR@50 zsR@100 zsR@50 zsR@100

FREQ [82] 0.0 0.0 0.1 0.1
KERN [9] − 1.5 3.9 −
VCTree† [67] 1.9 2.6 10.8 14.3

NM [82] 1.1 1.7 6.5 9.5
NM† [67] 2.2 3.0 10.9 14.5
NM, TDE† [67] 3.4 4.5 14.4 18.2
NM, EBM† [65] 1.3 − 4.9 −
NM++ [36] 1.8±0.1 2.3±0.1 10.2±0.1 13.4±0.3

NM++, GAN+GRAPHN 2.5±0.1 3.1±0.1 14.2±0.0 17.4±0.3

IMP+ [74, 82] 2.5 3.2 14.5 17.2
IMP+, EBM† [65] 3.7 − 18.6 −
IMP++ [36] 3.5±0.1 4.2±0.2 18.3±0.4 21.2±0.5

IMP++, TDE 3.5±0.1 4.3±0.1 18.5±0.3 21.5±0.3

IMP++, GAN+GRAPHN 3.7±0.1 4.4±0.1 19.1±0.3 21.8±0.4

IMP++, GAN+GRAPHN (max) 3.8 4.5 19.5 22.4

recall results (Table 1) and triplet hit rates (Fig. 6) for dif-
ferent values of the threshold α. Specifically, GRAPHN with
lower α values upsamples more of the rare compositions
leading to higher ZS and 10-shot hit rate (Fig. 6 a,b)
and, as a result, higher ZS and 10-shot recalls (Table 1).
GRAPHN with higher α values upsamples more of the
frequent compositions leading to higher 100-shot and
all-shot hit rates (Fig. 6 c,d) and, as a result, higher 100-shot
and all-shot recalls. Compared to RAND and NEIGH, the
compositions obtained using GRAPHN have higher triplet
hit rates due to better respecting the graph structure and
dataset statistics. As a result, GRAPHN shows overall better
recalls in SGG, even approaching the ORACLE-ZS model
(Table 1). Devising a perturbation strategy universally
strong across all metrics is challenging. NEIGH can be
viewed as such an attempt, which shows average hit rates for
all test subsets, but lower performance in all SGG metrics.

Among the alternatives to our GAN approach,
REWEIGHT improves on zero-shots, 10-shots and mean
recall (SGCls-mR) (Table 1). However it downweights the
class scores of frequent predicates, which directly degrades
100-shot and all-shot recalls. RESAMPLE underperforms
on all metrics except for SGCls-mR. The main limitation of
RESAMPLE is that when we resample images with rare pred-
icates/triplets, those images are likely to contain annotations
of frequent predicates/triplets. Another method, TDE [67],
only debiases the predicates similarly to REWEIGHT and
RESAMPLE-predicates. So, it may benefit little in recog-
nizing ZS triplets such as (cup, on, surfboard), because
the predicate ‘on’ is the frequent one. ZS compositions
with such frequent predicates are abundant in VG (Fig. 1).
Thus, debiasing only the predicates fundamentally limits
TDE’s performance. In contrast, our GAN method does not
suffer from this limitation, since we perturb scene graphs

Table 3. Evaluation of generated (fake) node feature using the
metrics of “similarity” between two distributions X and Y [39, 51].
The same held-out set of real test features (Y ∼ V ) is used as
the reference distribution in all cases. The percentage in the super-
scripts denotes a relative drop of the average metric when switching
from test to test-zs conditioning. For all metrics, higher is better.

DISTRIBUTION X
Fidelity (realism) Diversity AVGPRECISION DENSITY RECALL COVERAGE

Real test 0.74 1.02 0.75 0.97 0.87
Real test-zs 0.66 0.99 0.70 0.94 0.82−6%

GAN: Fake test 0.55 0.77 0.42 0.82 0.64
GAN: Fake test-zs 0.47 0.60 0.41 0.75 0.56−13%

REAL NODE FEATURES V FAKE NODE FEATURES V̂
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Figure 7. Real vs generated node features plotted using t-SNE.

aiming to increase compositional diversity, not merely the
frequency of rare predicates. As a result, our GAN method
improves on all metrics, especially on ZS (in relative terms).

Comparison to other SGG works (Table 2). Our GAN
approach also improves ZS recall (zsR) of other SGG models,
namely NM++. For example in PredCls, GAN+GRAPHN im-
proves zsR of NM++ by 4 percentage points. Compared to
the other previous methods presented in Table 2, we obtain
competitive ZS results on par or better with TDE [67] and
recent EBM [65]. However, it is hard to directly compare
to the results reported in [67, 65] due to the different object
detectors and potential implementation discrepancies.

Evaluation of generated visual features. We evaluate
the quality of generated features of our GAN trained with
GRAPHN by comparing the generated (fake) features to
the real ones. To obtain fake node features V̂ , we condition
our GAN on test SGs. To obtain real node features V ,
we apply the pretrained object detector to test images as
described in § 3.1.2. First, for the qualitative evaluation
of node features, we group features based on the object
category’s super-type, e.g. ‘people’ includes all features
of ‘man’, ‘woman’, ‘person’, etc. When projected on a
2D space using t-SNE [70], the fake features V̂ generated
using our GAN are clustered similarly to the real features
V (Fig. 7). Therefore, qualitatively our GAN generates
realistic and diverse features given a scene graph.

Second, we evaluate GAN features quantitatively. For
that purpose, we follow [15] and use Precision, Recall [39]
and Density, Coverage [51] metrics. These metrics compare
the manifolds spanned by real and fake features and do not
require any labels. We consider two cases: conditioning our
GAN on test SGs and test zero-shot (test-zs) SGs. The moti-
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Figure 8. Ablations of our GAN model on SGG and feature quality
metrics. Error bars denote standard deviation. For feature quality
the average metric on the test-zs SGs from Table 3 is used.

vation is similar to [8]: understand if novel compositions con-
fuse the GAN and lead to poor features, that in our context
may result in poor training of the main model F . Indeed, the
features generated conditioned on test-zs SGs significantly
degrade in quality compared to test SGs, especially in terms
of fidelity (Table 3). This result suggests that it is more chal-
lenging to produce realistic features for more rare composi-
tions limiting our approach (see § B.8 in Appendix for a dis-
cussion). The same qualitative and quantitative experiments
for edge features (E, Ê) and global features (H, Ĥ) confirm
our results: (1) when conditioned on test SGs, the generated
features are realistic and diverse; (2) conditioning on more
rare compositions degrades feature quality (see § B.7).

Ablations (Figure 8). We also performed ablations to
determine the effect of the proposed GAN losses (6) and
other design choices on the (i) SGG performance and (ii)
quality of generated features. As a reference model, we use
our GAN model without any perturbations. In general, all
ablated GANs degrade both in (i) and (ii) with correlated
drops between (i) and (ii). So by improving generative mod-
els in future work, we can expect larger SGG gains. One
exception is the GAN without the global terms in (5), which
performed better on zero-shots despite having lower feature
quality. This might be explained as some regularization ef-
fect. We also found that this model did not combine well
with perturbations.

Evaluating the quality of SG perturbations. We show
examples of SG perturbations in Fig. 10 and in Appendix. In
case of RAND, most of the created triplets are implausible
as a result of random perturbations. NEIGH leads to very
likely compositions, but less often provides rare plausible
compositions. In contrast, GRAPHN can create plausible
compositions that are rare or more frequent depending on α.

We also analyzed the quality of real and perturbed SGs us-
ing the BERT-based metric (§ 3.2). We found that the overall
test set has on average the highest BERT scores, while lower-
shot subsets gradually decrease in “semantic plausibility”,
which aligns with our intuition. We then perturbed all nodes
of all test SGs using our perturbation strategies. Surprisingly,
real test-zs SGs have very low plausibility close to RAND-
based SGs. NEIGH produces SGs of plausibility between real
10-shot and 100-shot SGs. In contrast, with GRAPHN we
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Figure 9. Semantic plausibility (as per BERT) depending on α.
These results should be interpreted with caution, because: (1) the
variance of scores is very high (not shown); (2) in the zero- and
few-shot test subsets the graphs are significantly smaller, which
affects the amount of contextual information available to BERT.
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Figure 10. Examples of perturbations (nodes in red) applied to a
scene graph. The numbers on edges denote the count of triplets in
the training set and a thick red arrow denotes matching a ZS triplet.

can gradually slide between low and high plausibility, which
enabled better SGG results. The BERT scores, however, are
not tied to the VG dataset. So, semantic plausibility per
BERT may be different from the likelihood per VG.

5. Conclusion
We focus on the compositional generalization problem

within the scene graph generation task. Our GAN-based aug-
mentation approach can be used with different SGG models
and can improve their zero-, few- and all-shot SGG results.
To obtain better SGG results using our augmentations, it is
important to rely on the structure of scene graphs and tune
the augmentation parameters towards a specific SGG metric.
Our evaluation confirmed that our augmentations provide
plausible compositions and the generator generally produces
high-fidelity and diverse features enabling gains in SGG.
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