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Abstract

Inspired by the human learning principle that learning

easier concepts first and then gradually paying more at-

tention to harder ones, curriculum learning uses the non-

uniform sampling of mini-batches according to the order of

examples’ difficulty. Just as a teacher adjusts the curricu-

lum according to the learning progress of each student, a

proper curriculum should be adapted to the current state

of the model. Therefore, in contrast to recent works us-

ing a fixed curriculum, we devise a new curriculum learn-

ing method, Adaptive Curriculum Learning (Adaptive CL),

adapting the difficulty of examples to the current state of the

model. Specifically, we make use of the loss of the current

model to adjust the difficulty score while retaining previ-

ous useful learned knowledge by KL divergence. Moreover,

under a non-linear model and binary classification, we the-

oretically prove that the expected convergence rate of cur-

riculum learning monotonically decreases with respect to

the loss of a point regarding the optimal hypothesis, and

monotonically increases with respect to the loss of a point

regarding the current hypothesis. The analyses indicate that

Adaptive CL could improve the convergence properties dur-

ing the early stages of learning. Extensive experimental re-

sults demonstrate the superiority of the proposed approach

over existing competitive curriculum learning methods.

1. Introduction

In human education, a teacher arranges the learning ma-

terials in the order of increasing difficulty, such that students

can learn more complex concepts faster after gaining suffi-

cient basic and easy knowledge [8,24]. Curriculum learning

(CL), inspired by the teaching strategy, learns by starting

with easy examples and then gradually putting more weight

on harder ones [2].

Learning with a proper curriculum can benefit the gen-

eralizability and convergence [2, 46]. However, a good cur-

riculum is not always easy to develop, as it must address

the key question of how to measure the difficulty of each

example. Various methods have tried to address the ques-
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Figure 1. Comparison of fixed curriculum learning (FCL) [11] and

our method (Adaptive CL). Different from FCL that uses a fixed

difficulty score to determine the order of data, our method uses an

adaptive difficulty score that is adjusted by the current state of the

model during training. The bottom line shows sorted data that are

gradually updated based on the Adaptive CL algorithm.

tion. For example, self-paced learning (SPL) [19] favored

training examples with smaller current losses and selected

the easy examples by solving a biconvex optimization prob-

lem. Different from SPL, [11,27,46] obtained the difficulty

score, i.e., the measurement of difficulty, by transfer learn-

ing or bootstrapping before training, and used the score to

determine a fixed curriculum. However, using a fixed cur-

riculum ignores the fact that a proper curriculum should be

adjusted according to the learning progress of every exam-

ple, just as students learn better if the teacher can adjust the

curriculum according to the progress of every student.

Our work is inspired by the excellent work of [11], but

does not depend on a fixed curriculum. We propose a sim-

ple but effective curriculum learning approach that takes the

feedback of the current state of the model into account. As

shown in Figure 1, the proposed method can gradually adapt

the order of examples from easy to hard. In particular, we

use the difficulty score to measure the difficulty of exam-

ples and regard the examples with lower scores as easier ex-

amples. We first obtain the initial (pseudo-ideal) difficulty
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Figure 2. The pipeline of our method. First, we obtain the initial difficulty score s0 from a pre-trained network. During training, we sort

the dataset X in ascending order according to the difficulty score s, which is adjusted by the current difficulty score scur using α every inv

iterations. With the ordered dataset and pacing function p(·), we can obtain the sample pool X ′. The network then trains on the mini-batch

sampled randomly from the pool and generates a new current difficulty score. We iterate the procedure until the model converges.

score through a pre-trained network and then gradually ad-

just the score using the current losses of the examples. Dur-

ing this procedure, to prevent the model from placing too

much attention on the current stage of the network or not

fully utilizing the knowledge learned from easy examples,

we introduce a parameter α to adjust the adaptation. More-

over, considering that people generally learn concepts more

quickly if they can make use of knowledge learned from

former similar tasks, we use the Kullback-Leibler (KL) di-

vergence between the output of the pre-trained model and

the current model to prevent the network from completely

forgetting the previous useful learned knowledge. Further-

more, it is also important to control the pace of presenting

materials from easy to hard in human education proceed-

ing, as too fast would make the students confused while too

slow would make learning boring. Therefore, we use a pac-

ing function to control the growth speed of the average score

of mini-batch. The full procedure of the proposed method

is shown in Figure 2.

In curriculum learning, theoretical analysis is only dis-

cussed for convex problems [45, 46], e.g., linear regression.

For non-convex problems, the challenge of CL is not well

understood, although curriculum learning has been applied

to non-linear models for decades. We, therefore, provide

a theoretical analysis of curriculum learning under a non-

linear model in the task of binary classification. For a data

point, we refer to the loss regarding the optimal hypothesis

as the ideal difficulty score and the loss regarding the cur-

rent hypothesis as the current difficulty score. Under mild

assumptions, we prove that during the early stages of learn-

ing, the expected convergence rate of curriculum learning

monotonically decreases with respect to the ideal difficulty

score, and given the ideal difficulty score the expected con-

vergence rate monotonically increases with respect to the

current difficulty score. In view that our adaptive difficulty

score is a weighted sum of positive pseudo-ideal difficulty

score and negative current difficulty score, the theoretical

results indicate that Adaptive CL could improve the conver-

gence rate in the early stages of learning, since we train the

examples with lower scores in the early stages of learning.

To summarize, our contributions are threefold:

• We propose a new curriculum learning approach,

Adaptive CL, that adapts the difficulty score to the cur-

rent state of the network while remembering the useful

knowledge learned from the pre-trained model.

• We theoretically analyze the relationship between the

expected convergence rate and the difficulty scores in

curriculum learning under a simple non-linear model

for binary classification. The theoretical analyses indi-

cate that the proposed method could improve the con-

vergence rate in the early stages of learning.

• We compare the proposed algorithm with existing

competitive methods on several benchmarks and net-

works. Extensive empirical results demonstrate the su-

periority of the proposed method.

2. Related Work

In human education or animal training, curricula are

commonly used to facilitate learning [18, 28, 32, 38]. In-

spired by the learning principles, [2] first proposed cur-

riculum learning in the context of machine learning. The

work of [2] has sparked considerable interest in applying
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curriculum learning to different research fields including

computer vision [1, 9, 23, 30, 33, 36]. For example, [36]

proposed a transferable curriculum learning approach that

could inform the network which of the source examples

were noiseless and transferable for domain adaptation. [7]

proposed Curriculum DeepSDF, a “shape curriculum” for

learning continuous signed distance function on shapes.

[42] proposed a curriculum for imbalanced data classifi-

cation and learned examples not only from imbalanced to

balanced but also from easy to hard. [27] proposed a cur-

riculum for conversation response ranking and explored the

effect of different difficulty scores. Moreover, curriculum

learning is also prevalent in speech recognition [3, 21, 31],

natural language [29, 33, 47], and reinforcement learning

[10, 13, 22, 25, 26, 39, 40].

Following, we introduce the literary works that are

mostly related to our work. [11, 27] used transfer learning

or bootstrapping to obtain the difficulty score before train-

ing and used the score to determine a fixed curriculum. [19]

proposed self-paced learning, which favors examples with

small losses during training. Self-paced curriculum learning

(SPCL) [15] combined predetermined curriculum learning

and self-paced learning. Our approach is similar to SPCL

while our method uses a different scheme to adjust the cur-

riculum. Focal loss [20] proposed a new loss function that

the weight of examples are reflected on the loss function.

[34] introduced a new “data parameter” to the softmax func-

tion to learn a curriculum. Similarly, [14] proposed Cur-

ricularFace, a dynamic curriculum learning for deep face

recognition by adding a modulation coefficient function to

the softmax-based loss function. [14, 20, 34] realized adap-

tive curriculum learning by reshaping the loss function. In-

stead of changing the loss function, we use a specifically-

defined adaptive difficulty score that could adapt the cur-

riculum to the current learning progress. MentorNet [16]

is a data-driven curriculum learning approach on corrupted

labels that also takes the feedback of the current network.

However, the method requires training a MentorNet to ad-

just the curriculum during training, which would increase

the cost of computing.

There are few theoretical analyses in curriculum learn-

ing. [11] proved that under mild conditions, curriculum

learning would not change the corresponding global min-

imum of the objective function while modifying the opti-

mization landscape. [44, 46] showed that the expected con-

vergence rate monotonically decreased with the loss of a

point regarding the optimal hypothesis and monotonically

increased with the loss of a point regarding the current hy-

pothesis in convex problems, e.g., linear regression with

the least-squares loss. However, the analysis of curriculum

learning in non-convex problems is absent. Therefore, from

the viewpoint of non-linear model and binary classification,

we prove that curriculum learning also has an effect on non-

convex problems.

3. Adaptive curriculum learning

In this section, we introduce the proposed method, Adap-

tive Curriculum Learning (Adaptive CL). We first introduce

the adaptive difficulty score that takes the feedback of the

current state of the network into account. Then we lever-

age KL divergence to ensure that the model learns from

the useful knowledge learned from the pre-trained model.

Moreover, to control the pace of presenting data from easy

to hard, we use the pacing function to control the growth

speed of the average difficulty score of mini-batch.

3.1. Notations and definitions

Let X = {(xi, yi)}
n
i=1 be the training dataset, where xi

is the i-th data point, yi is its corresponding label, and n is

the total number of data. We use i ∈ [n] to denote that i is

generated from [n] = {1, 2, ..., n}. Let N (θ) be the target

model with parameter θ. We apply stochastic gradient de-

scent (SGD) to optimize the model. SGD usually trains data

in a sequence of mini-batches B = [B1, ...,BM ], where M
is the total batch number in training. Those mini-batches

are randomly sampled from the full dataset. However, in

curriculum learning, the mini-batches will be arranged in

the order of increasing average difficulty, and we denote the

new sequential mini-batches as B′ = [B′1, ...,B
′
M ]. The or-

der is determined by the difficulty score s. The pace of

presenting examples from easy to hard is controlled by the

pacing function p(·).

3.2. The proposed algorithm

In this subsection, we introduce the proposed method,

Adaptive CL. The pipeline is shown in Figure 2. Adap-

tive CL trains the target model with sequential min-batches

B′ = [B′1, ...,B
′
M ], which are arranged in the order of in-

creasing average difficulty score. We use the pre-trained

model to obtain the initial difficulty score s0 and then grad-

ually adjust the difficulty score using the current losses of

examples. With the difficulty score, we sort the full dataset

X in ascending order, and obtain a sample pool X ′ which

contains the first p(·) easier examples. Then the next mini-

batch will be randomly selected from the sample pool X ′.

In our method, we use pacing functions p(·) that increase

with iterations, so the average difficulty score of mini-batch

also tends to increase with iterations, meaning that increas-

ing numbers of “hard” examples are added to the sample

pool X ′. Moreover, sampling data from the sample pool X ′

may cause bias, since the pool may contain a different num-

ber of examples in each class. To avoid such bias, like [11]

we keep the samples balanced by forcing the sample pool

X ′ to contain the same number of examples from each class

as in the full dataset. During training, in order to retain the

knowledge learned from the pre-trained model, we add KL
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Algorithm 1 Adaptive Curriculum Learning

Input: Pacing function p, Initial difficulty score s0, Data

X , Target network N (θ), Interval inv, Parameters λ and

α, Pre-trained modelM(θ′).
Output: Target network N

Initialize s to s0
sort X according to s in ascending order

for m = 1, ...,M do

size← p(m)
Xm

′ ← X [1, ..., size]
uniformly sample B′m from X ′

m

Train N on B′m over the objective function (2)

if mod(m, inv) = 0 then

scur ←N (θ)
s← (1− α(m))s+ α(m)scur
sort X according to s in ascending order

end if

end for

return N

divergence to the objective function. The pseudo-code of

the proposed algorithm is given in Algorithm 1. In the fol-

lowing subsections, we will introduce the difficulty score,

objective function, and pacing function in detail.

3.3. Difficulty score

The difficulty score plays a key role in curriculum learn-

ing as it measures the difficulty of each example and de-

termines the order of training examples presented to the

model. [46] used the minimal loss regarding the optimal

hypothesis as an ideal difficulty score. However, when a

teacher does not know the optimal curriculum in advance,

he or she will first arrange the curriculum according to his or

her previous teaching experience and then gradually adjust

the curriculum according to the learning progress of every

student. Inspired by this teaching strategy, we first regard

the difficulty score obtained from the pre-trained model as

an initial (pseudo-ideal) difficulty score and then adapt the

score to the current state of the model.

We refer to the loss obtained from the current stage of

the network as the current difficulty score scur and update

the difficulty score in a certain interval, use inv for short.

Then, the k+1-th difficulty score can be represented as:

sk+1 ← (1− α)sk + αskcur, (1)

where k = ⌊m/inv⌋, m indicates the m-th mini-batch, α
is an adjustment parameter and s is initialized to s0, the

difficulty score obtained from a pre-trained model.

It should be emphasized that α should be negative. The

examples with lower current difficulty scores fit the current

model well and provide less information. So by decreasing

a small portion of the current difficulty score, the model

will pay less attention to those examples that contain less

information. In section 4, we provide a theoretical analysis

under a non-linear model to validate that such a selection is

reasonable. In section 5, we also compare the performance

of using positive α and negative α, respectively, to validate

that a negative α is better.

3.4. Objective function

KL divergence is frequently used to maintain useful

knowledge learned from a pre-trained model [4, 5, 17, 43].

Therefore, for an objective function, in addition to cross-

entropy LXE , we also use the KL divergence LKL be-

tween the output of the pre-trained modelM and the current

model N to retain useful learned knowledge:

L = LXE + λLKL, (2)

where LXE = − 1
|B′|

∑|B′|
j=1 yj logN (xj , θ), LKL =

− 1
|B′|

∑|B′|
j=1M(xj , θ

′)logN (xj , θ)
1, {xj , yj} is a data

point of the current mini-batch B′, M(xj , θ
′) is the pre-

trained model with parameter θ′, λ is a balancing parame-

ter that controls how much the knowledge learned from the

pre-trained model should be retained.

3.5. Pacing function

Simply obtaining the difficulty score of each example is

insufficient to establish a proper curriculum, since it is also

important to control the pace of curriculum learning, i.e.,

the growth speed of the average difficulty score of mini-

batch. Like in human education, if a teacher presents ma-

terials from easy to hard in a very short period of time,

students would become confused and not learn effectively.

However, if the teacher presents materials too slowly, stu-

dents will become bored and lose interest. To control the

learning pace, we use the pacing function p(·) : [M ]2 → [n]
to determine the size of the sample pool X ′, which is a sub-

dataset containing the first p(·) easier examples [11, 27]. In

the training procedure, the m-th mini-batch B
′

m is sampled

randomly from X ′
m. The average difficulty score of the m-

th mini-batch sm is:

sm =
1

p(m)

∑p(m)

j=1
sm,j ,

where sm,j is the difficulty score of the j-th example in the

m-th sample pool X
′

m. We use exponential pacing func-

tions, where the datasize of X
′

i increases exponentially in

each step. Step denotes all batch number during which p(·)
remains constant [11]. More details including the formula,

figure illustration, and comparison of different pacing func-

tions can be referred to the appendix.

1KL(M||N ) = M(θ′)logM(θ′)−M(θ′)logN (θ). We ignore the

first term since θ′ is the parameter of the pre-trained model and would not

have any impact on the optimization.
2For an integer, [M] denotes {1, 2, ..., M}
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4. Theoretical Analysis

In this section, we first analyze the relationship between

the expected convergence rate and the ideal difficulty score,

and then we analyze the relationship between the expected

convergence rate and the current difficulty score. Unlike

previous works that analyzed curriculum learning for con-

vex problems on linear regression and binary classification

with hinge loss [45, 46], we analyze curriculum learning

with a non-linear model for binary classification with the

least squares loss. Non-linear models bring challenges in

analyzing the convergence of curriculum learning, includ-

ing 1) several critical properties, e.g., symmetry, are not

available anymore, and 2) we need to consider the effect

of the non-convex activation function. Under mild assump-

tions, we prove that the expected convergence rate mono-

tonically decreases with the ideal difficulty score, and given

the ideal difficulty score, the expected convergence rate

monotonically increases with the current difficulty score

during the early stages of learning. The analytical results

indicate that Adaptive CL could improve the convergence

rate in the early stages of learning.

4.1. Definitions and notations

Let X = {(xi, yi)}
n
i=1 be the training data, where xi ∈

R
d is the i-th data point and yi is its corresponding label.

The ideal difficulty of a point x is measured by its minimal

loss regarding the optimal hypothesis. The current difficulty

of a point x is measured by its loss regarding the current

hypothesis.

We focus on the differential effect of a data point’s diffi-

culty score on convergence towards the global solution un-

der a simple non-linear model in the task of binary classi-

fication. Let ψ be the ideal difficulty score and we define

the ideal difficulty score as ψ = |g(w̄⊤
xi)−yi|, where g(·)

is the activation functions, xi =
[

x⊤i 1
]⊤ 3, and w̄ is the

global solution of the empirical loss. In an analogous way,

let γ be the current difficulty score and we define the current

difficulty score at time t as γ = |g (w⊤
t xi) − yi|, where wt

is the model parameter at time t.

4.2. Convergence rate with an ideal difficulty score

In this subsection, we prove that under some mild as-

sumptions, the expected convergence rate monotonically

decreases with respect to the ideal difficulty score in the

early stages of learning.

Curriculum Learning trains the model on a sequence of

training points Xt = {xit , yit}, t ∈ [T ], sampled from the

training dataset. As we analyze a non-linear model with the

least squares loss, the loss function can be represented as

3
w

⊤
xi = w⊤xi + b, where w =

[

w⊤ b
]⊤

, Therefore, xi =
[

x⊤

i
1
]⊤

.

L(Xt,w) = (g(w⊤
xit) − yit)

2. Following the stochastic

gradient descent rule, the update step at time t:

wt+1 = wt − η
∂L(Xt,w)

∂w
|w=wt

, (3)

where η is the learning rate.

Let ∆(ψ) be the expected convergence rate at time t.
Given difficulty score ψ, ∆(ψ) could be defined as

∆(ψ) = E[∥wt − w̄∥2 − ∥wt+1 − w̄∥2|ψ].

Theorem 1. Let h(w) = g
(

w
⊤
x

)

be a non-linear model

whose label belongs to {−1, 1}, {(xit , yit)} is the sampled

data point at time t, where it ∈ [n] and t ∈ [T ]. g(·)

is the tanh activation function: g(z) = ez−e−z

ez+e−z . Let γ =

|g(w⊤
t xit) − yit | be the current difficulty score and ψ =

|g(w̄⊤
xit)−yit | be the ideal difficulty score. wt is the model

parameter at time t, and w̄ is the optimal model parameter.

In the early stages of learning, the expected convergence

rate at time t monotonically decreases with respect to the

ideal difficulty score ψ of xit , i.e.,
∂∆(ψ)
∂ψ

≤ 0, under the

assumptions that

1) the current example, i.e., the “easy” example, could be

correctly labeled;

2) when yit = −1, g(w⊤
t xit)− g(w̄

⊤
xit) ≥ 0.2;

3) when yit = 1, g(w⊤
t xit)− g(w̄

⊤
xit) ≤ −0.2.

We leave the proof in the appendix. The assumptions

of Theorem 1 are mild during the early stages of learn-

ing. For the first assumption, curriculum learning begins

the training on the “easy” examples, indicating that the cur-

rent examples could be correctly classified by the model in

the early stages. The second and third assumptions are also

easy to realize. For example, when yit = −1, it is reason-

able to assume that g(w̄⊤
xit

) is near to −1. During the

early stages of training, the prediction of data may be far

away from the true label, i.e., g(w⊤
t xit)−g(w̄

⊤
xit) ≥ 0.2.

Therefore, the second assumption that when yit = −1,

g(w⊤
t xit) − g(w̄

⊤
xit) ≥ 0.2 could be satisfied. The sit-

uation of yit = 1 is similar to the case of yit = −1. There-

fore, under mild assumptions, we could conclude that the

expected convergence rate monotonically decreases with re-

spect to the ideal difficulty score during the early stages of

learning.

4.3. Convergence rate with a current difficult score

In this subsection, we prove that if the gradient step η
is small enough and given the ideal difficulty score, the ex-

pected convergence rate monotonically increases with re-

spect to the current difficulty score.

Given the difficulty scores ψ and γ, we define ∆(ψ, γ) =
E[∥wt − w̄∥2 − ∥wt+1 − w̄∥2|ψ,γ ] as the expected conver-

gence rate at time t.
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Figure 3. Comparison of Adaptive CL (without KL divergence)

and Vanilla. Top: Binary Classification & MLP. Bottom: Multi-

class Classification & HNN. The results show that our method

gets higher accuracy faster, agreeing with the theoretical analy-

sis that Adaptive CL could have a faster convergence rate in the

early stages of learning.

Theorem 2. Let h(w) = g
(

w
⊤
x

)

be a non-linear model

whose label belongs to {−1, 1}, {(xit , yit)} is the sam-

pled data point at time t, where it ∈ [n] and t ∈ [T ].

g(·) is a tanh activation function: g(z) = ez−e−z

ez+e−z . Let

γ = |g(w⊤
t xit) − yit | be the current difficulty score and

ψ = |g(w̄⊤
xit) − yit | be the ideal difficulty score. wt is

the model parameter at time t, and w̄ is the optimal model

parameter. Assume that the gradient step η is small enough.

Given the ideal difficulty score ψ, the expected convergence

rate at time t monotonically increases with respect to the

current difficulty score of xit , i.e.,
∂∆(ψ,γ)
∂γ

≥ 0.

We leave the proof in the Appendix. It is interesting that

fixed the ideal difficulty score, the expected convergence

rate monotonically increases with respect to the current dif-

ficulty score, which is contrary to the ideal difficulty score.

However, we claim that the results coincide with intuitions.

Following a curriculum that is based on extrinsic (ideal) dif-

ficulty, a learner should not ”wasting time” on examples that

are easy for the current model (hypothesis). Specifically,

during training, easier examples will be trained at first, and

the current difficulty score of those examples will be lower

more. However, those examples that the model fits well

contain less information for the model. Hence, the learner

should not ”wasting time” on those examples and should

pay a little more attention to examples with higher current

difficulty scores while not violate the ideal difficulty score

significantly.

According to Theorems 1 and 2, the expected conver-

gence rate monotonically decreases with respect to the ideal

difficulty score and monotonically increases with respect

to the current difficulty score in the early stages of learn-

ing. The results indicate that the expected convergence rate

monotonically decreases with respect to our adaptive diffi-

culty score in the early stages of learning, since the adaptive

score uses a weighted sum of a positive pseudo-ideal diffi-

culty score and negative current difficulty score. Therefore,

Adaptive CL could converge faster in the early stages of

learning because it regards the examples with lower diffi-

culty scores as “easy” examples and trains “easy” examples

first.

5. Experiments

In this section, we first demonstrate the effectiveness of

Adaptive CL. Then we compare the proposed method to ex-

isting competitive methods on different benchmarks. We

also explore the effect of three components in Adaptive

CL including adaptation, interval, and the initial difficulty

scores.

5.1. Datasets, architectures, and difficulty score

Datasets We use five kinds of datasets: two-class

datasets [6], small ImageNet [6], CIFAR-10 [18], CIFAR-

100 [18], and the superclasses of CIFAR-100. The two-

class datasets are small datasets containing two classes,

each of which has 250 training examples and 50 test ex-

amples. The small ImageNet is a subset of five randomly

selected classes from ImageNet datasets (see Appendix).

CIFAR-10 and CIFAR-100, arranged in 10 classes and 100

classes respectively, contain 50,000 training images and

10,000 validation images, and consist of 32 × 32 color im-

ages. A superclass of CIFAR-100 is a subset of 3000 images

from CIFAR-100 and contains five fine classes. In this pa-

per, we use the following superclasses: “Aquatic Mammals

(AM)”, “Small Mammals (SM)”, “Flowers”, “Medium-

sized (MS) mammals”, and “Household Electrical (HE) de-

vices”.

Architectures For the architectures, we use five net-

works: (a) MLP network with a hidden layer whose hid-

den size is 20. (b) hand-crafted neural network (HNN)

containing 8 convolutional layers as [11]; (c) VGG-16 net-

work [37]; (d) ResNet-v1-14 [12]; (e) ResNet-18 [12].

Difficulty score We illustrate how we obtain the diffi-

culty score. For the initial difficulty score, we extract the

image features with 2048-dimensions from the penultimate

layer’s activation states of an inception network [41], which

is pre-trained on the ImageNet. With those features, we then

train a classifier and use the corresponding confidence score

to determine the initial difficulty score of each example. In

the experiment, we use the Radial Basis Kernel SVM [35]

as the classifier. During training, we use the confidence

score of the current network to determine examples’ cur-

rent difficulty scores and then adjust the adaptive difficulty

score according to Eq.(1).

5.2. The effectiveness of Adaptive CL

In Figure 3, we plot the average validation accuracy

curve of Vanilla (sampling mini-batches randomly from the
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Figure 4. The average validation accuracy curve of Adaptive CL

(without KL divergence) with different values of α.

full dataset) and the proposed method on various settings:

Binary classification and MLP network (10 runs) and multi-

class classification and HNN (6 runs). To eliminate the in-

fluence of knowledge distillation, we set λ = 0. The re-

sults show that Adaptive CL reaches higher accuracy faster

than Vanilla at the beginning of learning, agreeing with the

analysis that Adaptive CL could have a faster convergence

during the early stages of learning.

Figure 4 shows the results of experiments trained on

the hand-craft network and HE devices dataset with differ-

ent values of α (25 runs). The results show that adaptive

CL (without KL divergence) with negative α can improve

the performance while the positive α impairs performance,

which is corresponding to our analysis that α needs to be

negative. In addition, when α is negative, α = −0.01
reaches best performance. α with too large or too small

magnitude will degenerate the performance. If the magni-

tude of α is too large, the model can not fully utilize the

knowledge learned from easy examples and the pre-trained

model. However, if the magnitude of α is too small, the

model will adapt the difficulty score to the current state

of the current model too slowly. Moreover, in Figure 4,

negative α outperforms the case of α = 0.0 by about

2%, demonstrating that adaptation CL can improve the per-

formance than the curriculum without any adaptation, i.e.,

fixed curriculum learning (FCL).

Figure 5 shows more comparison results between the

proposed method and FCL on different datasets and net-

works: (a) HNN & small ImageNet; (b) ResNet-v1-14

& CIFAR-10; (c) VGG & CIFAR-100; (d) ResNet18 &

CIFAR-10. The repetition of experiment is 25 in (a), 5

in (b), and 3 in (c) and (d). The results in Figure 5 show

that Adaptive CL outperforms FCL on different datasets and

networks, further validating the effectiveness of Adaptive

CL.

5.3. Comparison of Adaptive CL and baselines

Adaptive CL is compared to the following methods: 1)

Vanilla samples the mini-batches randomly from the full

dataset. 2) Fixed curriculum learning (FCL) [11] trains ex-

(a) HNN S-Img (c) VGG CIFAR-100(b) Res-v1 CIFAR-10 (d) Res18 CIFAR-10

Figure 5. Comparison of FCL and Adaptive CL on different

datasets and networks. The results are average validation accuracy

and STE (STandard Error). S-Img denotes the small ImageNet,

HNN denotes the hand-crafted network, Res-v1 denotes ResNet-

v1-14 and Res18 denotes ResNet18.

amples from easy to hard according to the difficulty score

obtained by transfer learning, i.e., α = 0. 3) Self-paced

learning (SPL) [19] favors training samples with smaller

current losses. 4) Self-paced curriculum learning (SPCL)

[15] combines predetermined curriculum learning and self-

paced learning. 5) Focal loss [20], a well-known curricu-

lum that reshapes the standard cross-entropy loss so that the

model will automatically down-weight the contribution of

easy examples during training. Unless specified otherwise,

for a fair comparison, we tune the method-specific hyper-

parameters only, such as α, λ in our method, µ in SPL, and

γ in Focal loss. Other hyperparameters such as learning

rate, batch size, pacing function, dropout rate are kept un-

changed. The details of the hyperparameters settings can be

found in the appendix.

The results in Table 1 show that both adaptation (Ours

w/o KL) and KL loss (Ours w/o adapt) have better perfor-

mance than FCL, and combining the two modules can fur-

ther improve the performance, validating the effect of score

adaptation and KL loss in Adaptive CL. Moreover, Adaptive

CL also has a considerable improvement than other meth-

ods. Compared to FCL and Vanilla, the proposed method is

an adaptive curriculum approach and can take the feedback

of the current state of the network into account. Therefore,

Adaptive CL outperforms Vanilla and FCL and especially

has a nearly 4% improvement than Vanilla in CIFAR-100.

It is interesting to find that the performances of SPL and

SPCL are not good sometimes. The reason is derived from

the fact that SPL prefers examples with lower current losses.

During training, the easy examples would be trained at first

and the losses of examples in which the model fits well

would be lower more. Therefore, those examples would

be seen as easy examples all the time and would be trained

more likely during the early stages of learning. However,

the examples with lower current losses provide less infor-

mation, so there would be an influence on the performance.

Moreover, with a predetermined curriculum, SPCL per-

formed better than SPL most of the time. However, SPCL

also prefers examples with low current losses, while our

theoretical analysis indicates that with a pseudo difficulty

score, the convergence rate is faster if the model pays a lit-
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Table 1. Comparison of the proposed method and existing methods. The results are average validation accuracy and STE. The network is

the hand-craft network. w/o is short for without.

Method HE devices Aquatic Mammals Small Mammals Cifar10 Cifar100

Vanilla 72.11(± 0.270) 56.37(± 0.173) 56.46 (± 0.223) 78.09(± 0.083) 42.16 (± 0.169)

SPL [19] 70.88(± 0.227) 54.95 (± 0.181) 53.66 (± 0.194) 77.95 (± 0.078) 39.70 (± 0.286)

SPCL [15] 71.59(± 0.171) 57.01 (± 0.215) 57.04 (± 0.144) 76.48 (± 0.182) 45.00 (± 0.230)

Focal loss [20] 73.01(± 0.255) 56.78 (± 0.196) 56.47 (± 0.189) 79.65 (± 0.060) 42.34(± 0.136)

FCL [11] 72.10(± 0.178) 57.10 (± 0.159) 57.45 (± 0.183) 78.51 (± 0.106) 45.25 (± 0.206)

Ours(w/o adapt) 72.25 (± 0.193) 57.16 (± 0.180) 57.65 (± 0.173) 78.56 (± 0.104) 45.49(± 0.269)

Ours (w/o KL) 73.64 (± 0.149) 57.60 (± 0.144) 57.71 (± 0.194) 79.04 (± 0.095) 45.88(± 0.338)

Adaptive CL 74.06 (± 0.210) 57.71 (± 0.144) 57.93 (± 0.160) 79.74 (± 0.074) 46.08 (± 0.216)

inv=5 inv=25 inv=50 inv=100 inv=200
0.72

0.73

0.74

ac
cu
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cy

Figure 6. The effect of different inv. We train the hand-crafted

network on the HE devices dataset 25 times. Bars indicate the

average final validation accuracy over the last few iterations. Error

bars indicate the STE.

tle more attention to the examples whose current losses are

higher.

Different from SPL and SPCL, our method not only uses

prior knowledge (initial curriculum) but also adjusts the cur-

riculum that agrees with theoretical analysis, making our

method perform better than SPL and SPCL. Especially, our

method performs more than 4% higher than SPL on Small

Mammals and more than 3% higher than SPCL on CIFAR-

10. As for Focal loss, it adjusts the difficulty of examples

dynamically by reshaping loss during training. However,

Focal loss may perform badly, especially when the method

makes a wrong evaluation of the difficulties of the exam-

ples. Such a mistake would affect the subsequent perfor-

mance such that leading to worse performance. Compared

to the Focal loss, we make use of the prior knowledge to

determine an initial curriculum, so the proposed method is

less affected by such a mistake.

5.4. Interval and initial difficulty score

In this subsection, we exploit the influence of interval

and initial difficulty score.

Firstly, we explore the effect of different intervals, i.e.,

the update frequency of the difficulty score. We set inv =
5, 25, 50, 100, and 200, respectively. Figure 6 shows that

inv = 50 reaches the best performance. Using too small

or too large values of inv will degenerate the performance,

because using too small inv can not fully utilize the knowl-

edge of easy examples and using too large inv will adapt

the score to the current task too slowly.

Secondly, we also want to know whether the proposed

Table 2. Comparison of FCL and Adaptive CL with VGG-based

initial difficulty score. The results are the average performance and

STE. The network is the hand-crafted network and the repetition

is 25 times.
Datasets FCL Adaptive CL

HE devices 73.32 (± 0.141) 74.17 (± 0.234)

MS mammals 75.34 (± 0.197) 75.84 (± 0.150)

Flowers 68.90 (± 0.100) 69.45 (± 0.159)

method is still effective if we use an initial difficulty score

obtained from another task. Therefore, we obtain an initial

difficulty score from a pre-trained VGG-16 network instead

of the inception network. We use the new initial difficulty

score and compare the proposed method with FCL on three

datasets. The results in Table 2 indicate that Adaptive CL

still outperforms FCL even with another source of the ini-

tial difficulty score. More results including the change of

the difficulty score, comparison of running time, the val-

idation accuracy curve of the adaptive CL and baselines,

comparison of different pacing functions can be found in

the appendix.

6. Conclusion

In this paper, we propose a curriculum learning approach

that adapts the difficulty score to the current state of the

model, while remembering the knowledge learned from the

previous model. Empirical results demonstrate that the pro-

posed algorithm has better performance than existing com-

petitive methods. We also analyze the convergence proper-

ties of curriculum learning with a simple non-linear model

in the task of binary classification, and the results indicate

that the proposed method could improve the convergence

rate in the early stages of learning. From the theoretical

perspective, a future research direction include analyzing

the contribution of curriculum learning on the convergence

rate with multi-layer neural networks for multi-class classi-

fication.
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[2] Yoshua Bengio, Jérôme Louradour, Ronan Collobert, and Ja-

son Weston. Curriculum learning. In Proceedings of the 26th

annual international conference on machine learning, pages

41–48, 2009. 1, 2

[3] Antoine Caubrière, Natalia Tomashenko, Antoine Laurent,

Emmanuel Morin, Nathalie Camelin, and Yannick Estève.
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