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Abstract

Point cloud registration is the task of estimating the rigid
transformation that aligns a pair of point cloud fragments.
We present an efficient and robust framework for pairwise
registration of real-world 3D scans, leveraging Hough vot-
ing in the 6D transformation parameter space. First, deep
geometric features are extracted from a point cloud pair
to compute putative correspondences. We then construct
a set of triplets of correspondences to cast votes on the
6D Hough space, representing the transformation param-
eters in sparse tensors. Next, a fully convolutional refine-
ment module is applied to refine the noisy votes. Finally,
we identify the consensus among the correspondences from
the Hough space, which we use to predict our final trans-
formation parameters. Our method outperforms state-of-
the-art methods on 3DMatch and 3DLoMatch benchmarks
while achieving comparable performance on KITTI odom-
etry dataset. We further demonstrate the generalizability
of our approach by setting a new state-of-the-art on ICL-
NUIM dataset, where we integrate our module into a multi-
way registration pipeline.

1. Introduction
Point cloud registration is one of the fundamental tasks

in modern 3D computer vision, aiming to estimate the rigid
transformation parameter to align a partially overlapping
pair of point cloud fragments. It plays a vital role in au-
tonomous driving, robotics, augmented reality, and other
various applications. The objective function of pairwise
point cloud registration can be formulated as:

E(R, t) =
1

N

∑
(p,q)∈C

‖q−Rp− t‖2, (1)

where p,q ∈ R3 are points of a correspondence, C is the set
of all true correspondences between the point cloud pair,
N is the cardinality of C, and R ∈ SO(3), t ∈ R3 are
the rotation matrix and the translation vector, respectively.
Therefore, point cloud registration is a dual problem of

Figure 1. Pairwise point cloud registration results of DGR [10]
(first column) and ours (second column) on 3DMatch dataset [56].
Our method is robust under low overlap and repetitive structures
while being about twice as fast as DGR. Best viewed in color.

finding inlier correspondences and optimizing transforma-
tion parameters to minimize the geometric errors on these
correspondences. Prior research on this topic can be cat-
egorized into geometric feature descriptors [4, 13, 16, 17,
23, 44, 50], pose optimization algorithms [5, 19, 58], and
the recent learning-based feature extraction and registration
pipelines [2, 10, 22, 52, 53]. Despite the impressive perfor-
mances of recent end-to-end pipelines, they either require
a strong assumption on the high overlapping ratio of point
clouds [52], lack scalability to be operable on large-scale
point clouds [53], or rely on iterative post-processing [10].

We propose a novel robust registration pipeline for large-
scale point cloud fragment pairs to address these issues,
yielding accurate rotation and translation predictions even
in low point cloud overlap ratios. The key idea is to view
the registration problem as finding a consensus among the
candidate correspondences on a discretized 6D transforma-
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Figure 2. Registration recall and the number of registration per
second in log scale on 3DMatch benchmark. Our approach is the
most accurate overall and fastest among learning-based methods.

tion space, leveraging Hough voting with sparse tensors.
Using the noisy candidate correspondences, we accumulate
votes into discrete bins of the Hough space. After all the
votes are cast, we use a learnable refinement module on the
Hough space to filter the noisy vote values. Finally, the bin
with maximum votes implies consensus among the candi-
date correspondences, which we use as our final prediction
for the transformation parameters between the point cloud
pair. The Hough space is sparsely constructed to facilitate
small-sized bins for higher accuracy while incurring signifi-
cantly less memory overhead than a dense parameter space.

The contributions of our work are as follows:

• We propose a novel approach for point cloud regis-
tration using Hough voting, where our sparse 6D pa-
rameter space improves the accuracy and memory ef-
ficiency of our approach,

• We propose a learnable refinement module on the
Hough space to enhance the representability of our
sparse parameter space for increased robustness,

• We achieve a new state-of-the-art on the real-world in-
door 3DMatch [56]/3DLoMatch [30] datasets, and per-
form comparably on the outdoor KITTI [21] dataset,

• We prove our approach’s generalizability by integrat-
ing our into a multi-way registration pipeline, evalu-
ated on [26] to set a new state of the art,

• Our method exhibits faster speed compared to other
learning-based registration pipelines.

2. Related Work
There are numerous approaches to solve point cloud reg-

istration. Prior work tackles the registration problem by de-
coupling the problem into a geometric feature description
and robust matching problem.

Learning-based local feature. PointNet [42] uses shared
MLP network to encode individual coordinates of the input

point cloud into high dimensional embedding space, and
performs a permutation-invariant operation to aggregate
features into a single global descriptor. PerfectMatch [23]
uses a smoothed density value (SDV) representation com-
puted for each interest point, demonstrating rotation in-
variance and high generalizability. FCGF [13] leverages a
fully-convolutional 3D network and metric learning losses
to extract features that outperform PerfectMatch while be-
ing up to 290 times faster. However, these approaches focus
mainly on feature descriptors, with little attention to feature
detectors. D3Feat [4] therefore predicts detection scores
with the features for each 3D point, showing that sampling
features with higher scores is sufficient to achieve accurate
and fast alignment. These learning-based approaches out-
perform hand-crafted geometric features [31, 45, 47, 48, 51]
which are sensitive to hyperparameter settings.

Robust model fitting. Correspondences obtained from fea-
ture matching often contain high proportions of outliers,
which have to be filtered out for robust point cloud regis-
tration. One of the most widely used methods is RANdom
SAmple Consensus (RANSAC) and its variants [1, 27, 37,
45, 49], where a set of candidate correspondences are sam-
pled every iteration, and an alignment is produced based on
these correspondences to be evaluated.

Hough transform [29] was first introduced as a voting
scheme to detect lines by discretizing parameter space into
bins. SIFT [34] clusters features in pose space using Hough
transform to estimate object poses. PHM [8] and HPF [39]
applies this idea to efficient and robust matching algorithms
for the task of object discovery and semantic correspon-
dence, respectively. VoteNet [41] votes for object centers
in 3D space to predict 3D bounding boxes for object detec-
tion. More recently, CHMNet [38] proposes to carry out
local geometric matching using the idea of Hough voting to
identify matches between images of the same category.

Our approach is inspired by recent methods using Hough
voting, and we discretize the spatial transformation param-
eter space into sparse bins. We then vote on the sparse
6D space to predict the transformation parameters robustly
based on the consensus from feature correspondences.

Global registration frameworks. Iterative Closest Points
(ICP) [5] is a widely used approach due to its reliable per-
formance in local registration. However, it requires an ap-
propriate initial pose to avoid local minima and performs
expensive nearest-neighbor queries in their inner loops.
Other approaches make use of branch-and-bound [36],
semi-definite programming [35], or maximal clique selec-
tion [54]. These methods exhibit high accuracy but require
time-consuming iterative sampling or heavier computation
as the inlier ratio decreases. FGR [58] and SparseICP [6]
use robust objective functions to filter out outliers during
optimization. While FGR shows much shorter registration
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times albeit comparable performances, it is sensitive to the
configurations of hand-crafted feature [45].

End-to-end registration frameworks perform the task of
feature learning and pose optimization jointly in a sin-
gle forward step. PointNetLK [2] combines PointNet [42]
global features with an iterative pose optimization method
into a single recurrent deep neural network. Deep Closest
Points (DCP) [52] addresses local optima issues and other
difficulties in traditional ICP [5], but it has a strong assump-
tion that the correspondences are distributed over the en-
tire point set. While PRNet [53] integrates a keypoint se-
lection step to DCP, making it applicable to aligning point
cloud pairs with partial overlap, it is not feasible to be ap-
plied to large-scale point sets due to computational com-
plexity. Gojcic et al. [22] utilizes FCGF, incorporating a
set filtering network [57] and extending to multi-way reg-
istration problem. Deep Global Registration [10] utilizes
a 6D sparse convolutional network [12] to predict the in-
lier probabilities of feature correspondences, which are then
used as weights to predict the rigid transformation parame-
ters. However, it requires an iterative post-processing step
for refinement. PointDSC [3] explicitly incorporates spa-
tial consistency for pruning outlier correspondences prior
to registration. Predator [30] proposes the overlap-attention
block for early information exchange between the latent en-
codings of the point cloud pair, being effective even under
very low overlap ratio.

Our proposed method integrates a learning-based fea-
ture extractor together with the highly robust sparse Hough
voting module and a single-shot refinement module. De-
spite being simpler, without any iterative processing steps
or intensive outlier rejection methods, our proposed method
shows improved efficacy over prior methods on real-world
large-scale 3D scans.

3. Method
The proposed point cloud registration network is com-

prised of three steps: (1) local feature extraction, (2) sparse
Hough voting, and (3) Hough space refinement. Each step
is detailed in the following subsections.

3.1. Local Feature Extraction

Given a point cloud pair, we extract local features that
represent the geometric context of each point in metric fea-
ture space. These features are used to compute putative cor-
respondences between the point clouds using nearest neigh-
bor search. For each point in a point cloud, the top-1 nearest
neighbor is chosen as a candidate correspondence. There-
fore, given a point cloud pair with M and N points, re-
spectively, we can obtain up to M+N unique candidate
correspondences in this step. Our work adopts Fully Con-
volutional Geometric Features (FCGF) [13] as the local fea-
ture extractor. Not only do features of FCGF show superior

matching accuracy, but they also have low dimensionality of
around 16 to 32, which facilitates the quick neighbor search.

Next, we construct a set of triplets for the subsequent
Hough voting step, where each triplet consists of three
unique candidate correspondences between the point cloud
pair. Motivated by FGR [58], we perform simple tuple
tests to filter out triplets with obviously spurious corre-
spondences. In our work, considering a triplet with corre-
spondences (p1,q1), (p2,q2) and (p3,q3), the tuple test
checks the following point-to-point distance conditions:

∀i 6= j, | ‖pi − pj‖ − ‖qi − qj‖| < 3× v, (2)

where v is the spatial hashing size, or the voxel size.
The distance threshold 3 × v is chosen as it was spec-
ulated to be the approximate upper bound to the error
caused by spatial hashing. This tuple test is effective un-
der the invariance condition that rotation and translation
transformations do not alter the point-to-point distances in
a point cloud. While many other methods propose to fil-
ter out outliers more aggressively either by using iterative
algorithms [14, 19, 20, 28, 43] or learning-based meth-
ods [7, 12, 40, 57], we propose that our registration pipeline
is highly robust to outliers, depreciating the necessity of ad-
ditional, extensive outlier filtering. From here onwards, we
use C to denote the set of triplets that passes Eq. (2).

3.2. Sparse Hough Voting

We adapt Hough voting to discover the most sound con-
sensus between the candidate correspondences to predict
spatial transformation parameters. In our context, the spa-
tial transformation parameters to predict are rotation and
translation parameters in 3D space. We use the axis-angle
representation [55] to represent rotation in 3D space and
three parameters along x-, y-, and z-axes for translation,
having six degrees of freedom in total. Therefore, we con-
struct a discretized 6D parameter space, where each discrete
unit is called a bin. Our objective is to identify the bin rep-
resenting the transformation parameters that best represent
the consensus among the candidate correspondences to be
used as our final transformation parameter prediction.

Using axis-angle representation, we can represent a ro-
tation as a 3D vector r ∈ R3, where r/‖r‖ is the rotation
axis and ‖r‖ is the rotation angle. We can convert a given
rotation matrix R to its axis-angle representation r as,

‖r‖ = arccos (
Tr(R)− 1

2
),

r

‖r‖
=

1

2 sin θ

R32 −R23

R13 −R31

R21 −R12

 , (3)

where Rij is the element in R in i-th row and j-th column,
Tr(·) is the matrix trace operator. An axis-angle representa-

15996



R*, t*

Final 
prediction

𝑃

𝑄

shared weights

Fe
at

ur
e 

M
at

ch
in

g

Triplet Sampling: 𝑝! − 𝑝" − 𝑞! − 𝑞" < 𝑣

Feature Extraction and Matching Triplet Sampling and Voting Learnable Refinement

6D Parameter 
Space

Sparse Hough Voting

𝑓! : Refinement 
Network

Refinement

R, tSolve

Geometric 
Feature Extractor

Putative
Correspondences Set of Triplets

ℋ 𝑓! ℋ = ℋ∗

……

…… ……

……

Figure 3. Illustration of our proposed module. We compute feature correspondences between point cloud pairs from locally extracted
features, which are used to construct a set of triplets. Each triplet votes on the corresponding bin in the sparse Hough space in a parallelized
fashion. We then perform a fully convolutional Hough space refinement to suppress the noisy Hough voting space. Finally, we identify the
bin with the max votes, from where we make our final predictions on the transformation parameters.

tion of 3D rotation is in the form of a sphere, while transla-
tion parameters can simply be represented in a cuboid space
of x-, y-, and z-axes translations. Together, the combined
Hough space for rotation and translation would typically re-
quire a 6D space. However, a dense and high-dimensional
voting space is redundant, and translation parameters are
unbounded in space, posing technical difficulties.

To this end, we use a sparse 6D Hough space, lever-
aging the sparse tensor representation provided by [11].
Our implementation of sparse Hough space incurs minimal
memory costs with no redundancy, as storage is required
only for bins of the Hough space where votes are cast on.
This eschews the issue of translation parameters being un-
bounded as well. Our sparse 6D Hough space H can rep-
resent all possible rotations and translations between two
point clouds, where we can accumulate votes from the set
of triplets onto the sparse bins. For each triplet, we need to
retrieve the optimal rotation and translation parameters that
minimize the geometric error illustrated in Eq. (1) as such:

R̂i, t̂i = argmin
R,t

∑
(p,q)∈Ci

‖q−Rp− t‖, (4)

where Ci is the i-th triplet. We can retrieve R̂i, t̂i by us-
ing Procrustes method [24], a closed-form solution for rigid
transformation in SE(3) as follows:

R̂i = V

1 0 0
0 1 0
0 0 det(VUT )

UT , (5)

where P̃iQ̃
T
i = UΣVT is the singular value decomposi-

tion of a covariance matrix of P̃i, Q̃i ∈ R3×3, zero-mean
shifted coordinates that triplet Ci forms in each point cloud.
The translation parameters are computed as:

t̂i = q̄i − R̂ip̄i, (6)

where p̄i, q̄i ∈ R3 are the centroids of point cloud Pi,Qi.
We convert the obtained rotation matrix R̂i to its axis-angle
representation r̂i as shown in Eq. (3).

We then can use the obtained values of r̂i and t̂i to iden-
tify the bin, vi ∈ N6, in the Hough space for the triplet to
vote on, simply by dividing the values of r̂i and t̂i by their
corresponding Hough space bin sizes:

vi = (

⌊
r̂i
br

⌋
�
⌊

t̂i
bt

⌋
), (7)

where br, bt are the hyperparameters denoting rotation and
translation bin sizes, and � is the vector concatenation op-
erator. In this work, we simply use 1’s as the voting value
for each triplet. Note that if we were to utilize the feature
similarity values of the correspondences within each triplet
for calculating the vote value, our proposed pipeline would
be end-to-end trainable in theory.

Defining the bin sizes to be sufficiently small allows ac-
curate predictions to be made, unlike large bin sizes where
the range of rotations represented by a single bin is larger.
After all the votes have been cast, we end up with a 6D
sparse Hough space of transformation parameters, with
each bin holding its vote values from the voting process.
We refine this Hough space before making the final predic-
tions on the transformation parameters.

3.3. Learning to Refine Hough Space

After all the votes have been cast, the sparse Hough
space could be noisy due to triplets containing outlier corre-
spondences. Moreover, the quantization of continuous 6D
transformation space into a discrete Hough space may in-
troduce additional noise into the prediction pipeline without
any refinement. A simple aid to alleviate the noisy consen-
sus would be to aggregate nearby votes by applying a sim-
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ple Gaussian kernel. A Gaussian kernel with an appropri-
ate size may be sufficient to aggregate the local consensus
and partially suppress the noisy votes. However, the recep-
tive field would be limited to the kernel size, and it cannot
exploit the high-dimensional geometric patterns inherent in
the Hough space.

To this end, we devise a high-dimensional sparse convo-
lutional network fθ : R → R, to refine the Hough space
adaptively. Specifically, fθ is applied on the raw Hough
space H and produces refined Hough space H∗. We use a
U-Shaped 6D sparse convolutional network as it can effec-
tively increase the receptive field size for sparse tensors.

H∗ = fθ(H). (8)

To train fθ, we supervise it to perform a binary classification
task where the true class is the bin which the ground truth
transformation matrix falls into.

Lbce(H∗,T) =

|H∗|∑
i=0

(
yi logH∗i + (1− yi) logH∗Ci

)
, (9)

where T is the ground truth rigid transformation matrix,
yi = 1 if i-th bin of H∗ is the bin that T falls into and
otherwise 0 , | · | is the cardinality of a sparse tensor, and
H∗Ci = 1 −H∗i . The overview of our proposed pipeline is
illustrated in Figure 3.

3.4. Comparison with RANSAC

Here we elaborate on the differences between our
method and RANSAC to highlight the design choice of the
proposed algorithm. While the motivation of determining
the consensus among the candidate correspondences over-
lap between RANSAC and our method, there are distinct
differences. Unlike RANSAC, which adopts hypothesis-
and-verify pipeline and evaluates the hypothesis for every
iteration, our method accumulates the consensus by utiliz-
ing the parallel voting procedure and evaluates the results
only once after all voting has been finished. This enables
fast execution of the pipeline by removing the repetitive ver-
ification steps. Furthermore, since our method accumulates
the consensus in the form of a 6D sparse tensor, the fully-
convolutional refinement network can be applied upon it,
leveraging the inherent geometric bias in the accumulated
consensus of 6D transformation parameter space. We refer
the readers to the Sec.4 for an empirical comparison be-
tween RANSAC and our method.

4. Experiments

We conduct experiments with our proposed approach in
pairwise point cloud registration scenarios, and we further
integrate our method into a multi-way registration pipeline.

4.1. Datasets

For indoor pairwise registration, we use 3DMatch bench-
mark [56], consisting of point cloud pairs from various real-
world indoor scenes. Their ground truth transformations are
estimated using RGB-D reconstruction pipelines [15, 25].
While we use the provided train/test split, we follow the
standard procedure [13] to generate pairs with an overlap of
as low as 30% for both training and testing to evaluate the
performance of our method under cases of low overlap ra-
tio. For pairwise registration of outdoor scenes, we use the
odometry benchmark of KITTI LIDAR scans [21], consist-
ing of real-world 3D scans taken using Velodyne laser scan-
ners. We follow Choy et al. [13] to create pairwise splits for
training, validation, and testing. To evaluate our method af-
ter integration into a multi-way registration pipeline, we use
ICL-NUIM dataset [9] with simulated depth noise follow-
ing [10].

4.2. Implementation

Throughout our implementation, we extensively use
CUDA to perform fast matrix multiplications and paral-
lelized operations for higher efficiency. In particular, the
voting process of each correspondence set on all the bins
of the Hough space is calculated in parallel. For efficient
nearest neighbor search when computing feature matches
between point cloud pairs, we use Faiss [32], an opensource
library for efficient similarity search and clustering of dense
vectors. To utilize sparse tensor representation and perform
sparse convolutions, we use MinkowskiEngine [11], an
auto-differentiation library for sparse tensors. Open3D [59]
is widely used in our experiments for various classical reg-
istration methods and visualization of 3D data.

We use the official implementation of FCGF [13] and
the provided pre-trained weights for both 3DMatch and
KITTI datasets. The Hough space refinement networks
were trained for ten epochs with a batch size of 1, using
an SGD optimizer with an initial learning rate of 10−3 and
exponential learning rate decay factor 0.99. We used spa-
tial hashing [46, 59] for 3DMatch and KITTI datasets with
the size of 5cm and 30cm, respectively. We use bin sizes
of br = 0.02rad, bt = 0.02m for 3DMatch dataset, and
br = 0.005rad, bt = 0.1m for KITTI in our experiments.

While leveraging the feature similarity values of cor-
respondences could enable end-to-end training of our
pipeline, we fix our feature extractor network in our exper-
iments. We brought the quantitative results of the baseline
traditional and learning-based baseline methods from [10].
For a fair comparison, we re-evaluate the [10] on our envi-
ronment to alleviate the performance difference due to the
different hardware. All the experiments are evaluated on an
Intel Xeon Gold 5220R CPU, and an NVIDIA Titan RTX
GPU, which is our best approximation of settings to [10].

15998



4.3. Evaluation metric

For all experiments, we report average Relative Rotation
Error (RRE) and Relative Translation Error (RTE) as:

RRE(R̂) = arccos
Tr(R̂TR∗)− 1

2
(10)

RTE(t̂) = ‖t̂− t∗‖22, (11)

where R̂, t̂ are the predicted rotation matrix and translation
vector, R∗, t∗ are the ground truth, and Tr(·) indicates the
trace of a matrix. Following [10], we report recall, which
is the ratio of successful pairwise registrations. A pairwise
registration is defined as successful if the RRE and RTE are
below predefined thresholds. We compute the average RRE
and RTE only on successful registrations for better numeri-
cal reliability.

However, average RRE and RTE are primarily affected
by the recall and do not present an overall view of how ac-
curate the predictions are. Therefore, we report the average
RTE and RRE regardless of the success of the registration
on 3DMatch dataset in Table 2.

4.4. Pairwise Registration

We report pairwise registration results evaluated on the
test set of 3DMatch benchmark [56] containing eight dif-
ferent scenes. We compare our methods with both classi-
cal methods and learning-based methods, including the cur-
rent state-of-the-art. In Table 1, we define the thresholds
for RRE and RTE of successful registration to be 30cm and
15 degrees, respectively. Our method outperforms all the
other techniques in terms of the recall, RRE, and RTE con-
sistently in most scenes, achieving a new state-of-the-art.
Comparison with the traditional methods. As stated
in [10], methods of point-to-point and point-to-plane
ICP, RANSAC [19], and FGR [58] implemented by
Open3D [59] were used. For RANSAC and FGR,
FPFH [45] features were used. Furthermore, Go-ICP [55]
and Super4PCS [37] were tested using open-source imple-
mentations in Python. While the majority of the traditional
methods fail in more cases, RANSAC methods demonstrate
reasonable results, which improve with an increased num-
ber of iterations. Our method is more than three times
faster than RANSAC with 2M iterations and achieves sig-
nificantly higher recall, RRE, and RTE.
Comparison with the learning-based methods. We com-
pare our approach with learning-based pairwise registra-
tion methods, namely DCP [52], PointNetLK [2], and
DGR [10]. While other methods including 3DRegNet [18]
and PRNet [53] exist, they have shown to fail in [10]. DGR
offers to be the most effective among the compared meth-
ods. They previously achieved the highest recall and the
lowest RRE and RTE while almost as fast as FGR. We show

Table 1. Evaluation results on 3DMatch benchmark [56]. The first
group of rows shows the results of classical global registration
methods, and the second group of rows shows the results of ICP
variants. The third group of rows shows the results of learning-
based methods. Time includes feature extraction. The reported
time of [10] on the original paper was 0.7s, whereas the recali-
brated result was 0.96s.

Recall (%) RTE (cm) RRE (◦) Time (s)

FGR [58] 42.7 10.6 4.08 0.31
RANSAC-2M [19] 66.1 8.85 3.00 1.39
RANSAC-4M 70.7 9.16 2.95 2.32
RANSAC-8M 74.9 8.96 2.92 4.55

Go-ICP [55] 22.9 14.7 5.38 771.0
Super4PCS [37] 21.6 14.1 5.25 4.55
ICP(P2Point) [59] 6.04 18.1 8.25 0.25
ICP(P2Plane) [59] 6.59 15.2 6.61 0.27

DCP [52] 3.22 21.4 8.42 0.07
PointNetLK [2] 1.61 21.3 8.04 0.12
DGR [10] 85.2 7.73 2.58 0.70*

Ours 91.4 6.61 2.08 0.46

0.0 2.5 5.0 7.5 10.0 12.5 15.0
Rotation (deg)

0.0

0.2

0.4

0.6

0.8

1.0
Re

ca
ll

0.00 0.05 0.10 0.15 0.20 0.25 0.30
Translation (m)

0.0

0.2

0.4

0.6

0.8

1.0

DCP
PointNetLK

ICP(Point)
ICP(Plane)

Super4PCS
Go-ICP

FGR
RANSAC

DGR
Ours

Figure 4. Overall pairwise registration recall (y-axis) on 3DMatch
benchmark with varying rotation (left image) and translation (right
image) error thresholds (x-axis) for successful registration. Our
approach outperforms baseline methods for all thresholds while
being 2× faster than the most accurate baseline.

Table 2. Mean and standard deviation of RTE and RRE on the
entire 3DMatch benchmark [56].

RTE (cm) RRE (◦)

DCP [52] 1.41 ± 0.88 49.48 ± 36.41
PointNetLK [2] 2.28 ± 1.38 86.00 ± 47.70
ICP(Point) [59] 1.07 ± 0.87 35.06 ± 24.91
ICP(Plane) [59] 1.23 ± 4.48 35.32 ± 27.63
Super4PCS [37] 1.59 ± 1.52 64.64 ± 63.79
Go-ICP [55] 1.28 ± 1.27 54.40 ± 58.19
FGR [58] 1.08 ± 1.36 42.27 ± 52.31
RANSAC [19] 0.64 ± 1.18 26.25 ± 49.89
DGR [10] 0.30 ± 0.76 10.80 ± 29.40

Ours 0.21 ± 0.67 7.95 ± 27.83

that our approach outperforms DGR in all evaluation met-
rics and shows to be around twice as fast as DGR as shown
in Table 1 and Table 2. Furthermore, Figure 4 indicates that
our method is robust under different rotation and translation
thresholds.

Feature extractors such as [4, 13], integrated with
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Figure 5. The distribution of inlier ratio of the putative correspon-
dences obtained by feature matching on 3DMatch [56] and 3DLo-
Match [30] datasets.

Table 3. Registration recall on 3DLoMatch [30] dataset. The
results in the table excluding ours were taken from PointDSC [3]

Feature Method Recall(%)

FCGF [13]
RANSAC 35.7

PointDSC [3] 52.0
Ours 56.1

Predator [30]
RANSAC 54.2

PointDSC [3] 61.5
Ours 64.6

RANSAC, are also applicable for the pairwise registration
task on 3DMatch benchmark. However, they use a different
error threshold from ours and are not directly comparable
to our method. We include the comparison of our method
with the feature extractors + RANSAC under their settings
in the supplementary materials.
Robustness to lower inlier ratio. Furthermore, we show
that our method is applicable for pairwise registration un-
der even lower overlap ratios (10 to 30%) using 3DLo-
Match [30] dataset. Figure 5 shows that the inlier ratio
of putative correspondences obtained by feature matching
is significantly lower for 3DLoMatch dataset compared to
3DMatch dataset, therefore being a more challenging reg-
istration task. The results are shown in Table 3, where our
method yields the best results using both FCGF [13] and
Predator [30] features. Figure 6 visualizes some of our reg-
istration results on 3DLoMatch dataset, where the low over-
lap ratio is clearly visible.

4.5. Outdoor LiDAR Registration

We evaluate our method on outdoor LIDAR scans from
KITTI dataset, following the evaluation protocols of [13].
We use GPS-IMU to create the registration split of the
dataset, containing pairs of point cloud fragments that are
at least 10m apart. The ground-truth transformations are
generated using GPS, which is refined by ICP to fix errors
in readings as in [13]. We use the FCGF network trained
on the training set of the registration split to extract the
pointwise features. We use a voxel size of 30cm for down-
sampling the point cloud for this experiment since outdoor

Figure 6. Registration results on 3DLoMatch [30] dataset. As can
be also seen in Figure 5, 3DLoMatch is more challenging than
3DMatch due to the lower overlap ratio. Best viewed in color.

Table 4. Evaluation results on KITTI test split [21]. All meth-
ods are trained on 30cm voxel downsampled point clouds, and
thresholds of 0.6m and 5◦ are used to define successful registra-
tion. Time includes feature extraction. The reported running time
of [10] on KITTI is 2.29s, where the recalibrated result was 1.86s.

Recall (%) RTE (cm) RRE (◦) Time

FGR [58] 0.2 40.7 1.02 1.42
RANSAC [19] 34.2 25.9 1.39 1.37
FCGF+RANSAC [13] 98.2 10.2 0.33 6.38
DGR [10] 96.9 21.7 0.34 2.29*

Ours 99.1 19.8 0.29 0.83

scenes tend to capture an enormous scope of data. The eval-
uation results are reported in Table 4, where our method
shows to outperform the previous state-of-the-art in terms
of recall and RRE while being more than twice as fast as
DGR. FCGF + RANSAC achieves the lowest RTE, but our
approach runs seven times faster in comparison. The com-
parison of our method with the feature extractors [4, 13] +
RANSAC under different settings are in the supplementary
materials for KITTI dataset as well. The visualization of the
registration results is shown in Figure 7.

4.6. Time comparison

While most of the quantitative results on 3DMatch and
KITTI datasets are taken from [10], we re-evaluate [10]
on our environment for a fair comparison. On 3DMatch
dataset, the time reported on [10] is 0.70 seconds on av-
erage, while our re-evaluation on our environment yields
0.96 seconds. On outdoor LiDAR registration using KITTI
dataset, the time reported on [10] is 2.29 seconds on av-
erage, while our re-evaluation on our environment yields
1.86 seconds on average. Therefore, the reported time
in [10] is faster than our re-evaluated time on 3DMatch,
but slower on KITTI. Our method consistently achieves a
faster speed in comparison, demonstrating approximately
two times shorter registration times on average.
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Figure 7. Registration results of our method on KITTI [21] dataset.
Best viewed in color.

Table 5. Ablation tests evaluated on 3DMatch benchmark [56].
Ablations tests are carried out using the Gaussian kernel and the
learnable refinement module for two different voxel sizes.

Voxel Size Smoothing Refine Recall (%) RTE (cm) RRE (◦)

5cm

86.7 7.59 2.45
3 89.2 7.00 2.18

3 91.4 6.61 2.08
3 3 91.5 6.89 2.23

2.5cm

90.5 6.69 2.03
3 91.7 6.25 1.88

3 93.7 6.23 1.89
3 3 93.1 6.23 1.94

4.7. Ablation Study

Table 5 illustrates the results of ablation studies on our
method regarding 1) the presence of Gaussian smoothing
after voting, 2) the presence of the Hough space refinement
module, and 3) the choice of voxel size for spatial hash-
ing, It can be seen that both Gaussian smoothing and re-
fining consistently improve the performance for both voxel
sizes of 5cm and 2.5cm. However, it can be seen that these
two schemes are not complementary, and using both Gaus-
sian smoothing and Hough space refinement together does
not constantly improve the results. Applying the refine-
ment module shows higher performance gains than apply-
ing Gaussian smoothing; therefore, we choose to use the
learnable refinement module alone in our approach.

Using a smaller voxel size of 2.5cm demonstrates consis-
tently superior results than using a larger voxel size of 5cm.
We conjecture that this is due to decreased errors derived
from the spatial hashing step. Nonetheless, our method sets
a new state of the art even when using the larger voxel size
of 5cm, proving the efficacy of our approach.

Due to spatial constraints, we refer the readers to the
supplementary for additional ablation results regarding our
method’s execution time and memory requirements.

4.8. Multiway Registration

We show that our model can be integrated into a multi-
way registration pipeline, exhibiting cross-dataset general-
izability. Multi-way registration pipelines of RGB-D scans

Table 6. ATE(cm) on Augmented ICL-NUIM [9].

FGR [51] RANSAC [16] DGR [8] Ours

Living room1 28.01 23.32 21.06 22.91
Living room2 31.71 19.98 21.88 16.37
Office1 13.89 13.67 15.76 12.58
Office2 15.61 10.95 11.56 10.90

leverages pairwise registration to roughly align 3D frag-
ments. This is followed by multi-way registration [9] which
optimizes the roughly aligned fragment poses with a robust
pose graph optimization [33].

We replace the pairwise registration stage in a popu-
lar open-source implementation of a multi-way registration
pipeline [59] with our proposed method. To illustrate the
cross-dataset generalization abilities of our method, we use
networks trained on 3DMatch training set while testing on
the multi-way registration datasets.

We evaluate the results on the Augmented ICL-NUIM
dataset [9] with simulated depth noise for quantitative tra-
jectory results, measuring absolute trajectory error (ATE) as
the performance metric. The results can be seen in Table 6,
where we outperform state-of-the-art methods on all scenes
except Living room 1, where we are second to DGR [10].

5. Conclusion

We present an efficient point cloud registration network
for accurate and robust registration of large-scale, real-
world 3D scans. Our network pipeline is fast and straight-
forward, comprised of dense feature extraction and sparse
Hough voting, followed by a learnable refinement module.
Features are extracted from a point cloud pair to compute
putative correspondences. They are fed to our Hough vot-
ing module to vote on a transformation parameter space,
constructed in a sparse manner to achieve high accuracy and
low memory overhead. We can find the consensus among
the correspondences to predict the final transformation pa-
rameters. Our sparse Hough voting module is shown to be
highly robust against outliers, yielding state-of-the-art re-
sults on the indoor scene dataset and comparable results on
the outdoor scene benchmark without integrating intensive
outlier filtering methods. We believe that integrating key-
point selection to reduce the number of initial correspon-
dences or proposing triplet ranking for a smarter sampling
of triplets would be an interesting future research direction
for higher efficiency and performance.
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