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Abstract

The domain-adaptive semantic segmentation of aerial
images using a deep-learning technique is still challenging
owing to the domain gaps between aerial images obtained
in different areas. Currently, various convolutional neural
network (CNN)-based domain adaptation methods have
been developed to decrease the domain gaps. However, they
still show poor performance for object segmentation when
they are applied to images from other domains. In this
paper, we propose a novel CNN-based self-mutating net-
work (SMN), which can adaptively adjust the parameter
values of convolutional filters as a response to the domain
of an input image for better domain-adaptive segmenta-
tion. For the SMN, the parameter mutation technique was
devised for adaptively changing parameters, and a param-
eter fluctuation technique was developed to randomly con-
vulse the parameters. By adopting the parameter mutation
and fluctuation, adaptive self-changing and fine-tuning of
parameters can be realized for images from different do-
mains, resulting in better prediction in domain-adaptive
segmentation. Meanwhile, the results of the ablation study
indicate that the SMN provided 11.19% higher Intersec-
tion over Union values than other state-of-the-art meth-
ods, demonstrating its potential for the domain-adaptive
segmentation of aerial images.

1. Introduction

Aerial imagery has been widely utilized for urban plan-
ning, autonomous vehicles, and digital map generation
in the field of remote sensing. In particular, building
segmentation is crucial for digital map generation us-
ing aerial imagery. To segment buildings from aerial im-
ages, many convolutional neural networks (CNNs) [18]-
based segmentation methods have been developed so far
[26, 34, 37]. CNN-based segmentation methods outper-
form classical segmentation methods in the segmenta-
tion of buildings from aerial images. However, in gen-
eral, aerial imagery has a variety of domains depending
on time, countries, and aviation providers. Aerial images

(a) (b) (c) (d)

Figure 1: Sample images in different domain: (a) In-
ria Dataset, (b) Massachusetts Dataset, (c) WHU Dataset,
and (d) Our Urban Dataset

from various domains typically exhibit different resolu-
tions, locations, and styles (Fig. 1). Although CNNs have
shown powerful capabilities in a wide range of fields, they
exhibit severe performance degradation when CNNs are
applied to unobserved scenes and objects in other do-
mains for various applications [7, 11]. That is, when a net-
work trained with an aerial image of one main is applied
to segment buildings from an aerial image of another do-
main, severe performance degradation of the network has
been observed [5, 24, 38]. Therefore, domain adapta-
tion (DA) has recently gained attention as an unmet need
technique for resolving the limitations of CNNs.

To address this problem, a few deep learning tech-
niques have been developed, such as transfer learning
[24, 30, 38] and Generative Adversarial Networks (GANs)
[10]. The transfer learning technique that reuses deep
learning networks optimized in one domain has been in-
troduced for many applications [24, 30, 38]. Despite the
improved performance of the transfer learning technique
for a building segmentation task, the transfer learning for
the DA of aerial images did not show sufficient perfor-
mance owing to a domain gap. Meanwhile, GANs have
gained great attention as a novel technique that can be
applied to DA [5, 36]. By using the GAN, style trans-
fer for DA was realized. In addition, GAN-based layers
were developed to decrease the domain gap during train-
ing [2, 8, 9]. However, because the images translated by
GAN are not perfectly recognized as an image in the same
domain, generalized feature extractions cannot be fully
achieved [31]. That is, because the domain gap still ex-
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Figure 2: Flowchart of a self-mutating network. Encoder (E) and Decoder (D) of the network are optimized by three paths
of loss functions simultaneously. In the inference step, the optimized network is fine-tuned by two steps of (1) parameter
fluctuation and (2) parameter mutation.

ists after the DA, the performance of DA still needs to be
improved to reduce the domain gap.

In this paper, we demonstrate a new GAN-based pa-
rameter self-mutating network to improve the building
segmentation of aerial images from different domains.
Here, rather than developing a new method to reduce the
domain gap from different domains, we propose a net-
work that is capable of converting the inherent properties
of the network itself as a response to the domain of an in-
put image. Therefore, we designed a GAN-based network
called a self-mutating network (SMN). The SMN adjusts
the parameter values of the convolution filters themselves
as a response to the domain of an input image in the
prediction step using two novel techniques: (1) param-
eter mutation, in which the parameters of a network are
changed as the domain of inputs alongside the adaptation
process of GAN, and (2) parameter fluctuation, in which
the parameters of a convolutional network are finely os-
cillated to add randomness, resulting in an increase in the
entropy of the network. Fig. 2 shows the flowchart of the
SMN algorithm. The main contributions of this study are
summarized as follows:

• We developed a novel GAN-based self-mutating net-
work for the precise domain-adaptive semantic seg-
mentation of aerial images from different domains.
The network fine-tunes the parameters of the model
on every testing image using two techniques:

• Parameter mutation: A fine-tuning technique for pa-
rameters of convolutional filters. GAN-based opti-
mization within the prediction step adjusts the val-
ues of the parameters in response to the domain of
an input aerial image.

• Parameter fluctuation: A technique of adding ran-
domness to the parameters of convolutional filters.
While parameters are randomly vibrating, and the
entropy of the network increases.

2. Related Work

The following works related to our approach are re-
viewed; DA and segmentation task. Fig. 3 describes the
general and our DA methods.

2.1. Domain Adaptation (DA)

In the early work of GAN [10], it was simply applied
for the various purposes of achieving enough number of
datasets [21], extracting various features from aerial im-
ages [4], and applying attentions to the baseline networks

(a) (b)

(c) (d)

Figure 3: Different methodologies of Domain Adapta-
tion. (a) Transfer learning that reuses the pre-trained net-
works for the other domains; (b) Style transfer method
that translates the styles of the source domain to the tar-
get domain; (c) Unsupervised fine-tuning method that
fine-tunes the architecture using source and target do-
main; (d) Parameter adaptation that translates parameter
according to the domain. In this paper, a self-mutating
network is developed based on (d) parameter adaptation,
and fine-tunes itself according to the input domain.
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[27]. Recently, by using GAN, the style transfer that the
images in one domain are translated into another target
domain has been developed [2, 8]. Moreover, GAN-based
layers have been developed to help decrease domain gaps
while training models [9, 29], as well as the purposes of
data generation and gathering attention [27]. Dundar et
al. matched the synthetic baseline of computer graphics
images for DA. Y. Ganin et al. conducted literature stud-
ies on DA and applied them to diverse domains. In addi-
tion, Y. Yanchao et al. utilized the Fourier transform while
translating the domains of images as DA [39].

2.2. Segmentation of buildings in aerial images

From the early studies on the semantic segmentation
of buildings in aerial images, classical computer vision-
based algorithms utilizing the color, shape, and bound-
aries of buildings have been developed to segment build-
ings in aerial images [14, 16, 25]. However, they have frail-
ties that they cannot be applied to general aerial images
with poor performance. From the first deep neural net-
work [20] for a segmentation task, many deep learning
networks have been developed in these fields. Ivanovsky
et al. applied a simple CNN-based network in which the
architecture was based on the encoder–decoder architec-
ture [3] in the field of semantic segmentation of objects
in aerial images [13]. In addition, an advanced architec-
ture with modular architectures, called pyramid pooling
layers, is applied to specify the exact shapes and locations

of buildings [17, 41]. Furthermore, attention-based CNN
architectures have been proposed to achieve an accurate
segmentation map [27]. Wang et al. [32] introduced non-
local blocks to achieve non-locality aerial images.

2.3. Domain-adaptive aerial semantic segmentation

With the drastic increase in the number of aerial im-
ages and datasets of aerial images, the transfer learning
of domain adaptation has been developed to utilize the
deep learning network, which is optimized in one domain
into other domains. For transfer learning, a novel frame-
work of the GAN has been introduced recently [5, 6, 19,
24, 40, 30]. Benjdira et al. studied cross-domain segmen-
tation by changing the images from the source domain to
the target domain, including resolution, captured image
sensors, and captured locations of aerial images [5]. Fur-
thermore, Benjdira et al. applied a GAN-based network
for unsupervised semantic segmentation of aerial images
as a DA [6]. Li et al. evaluated the performance of the uti-
lization of GAN in the field of transfer learning for aerial
images and concluded that the GAN-based networks have
an acceptable performance to be utilized in the field of
aerial images [19]. Onur et al. generated the same image
as an input using a GAN, except for the spectral distribu-
tion. Na et al. devised a segmentation network based on
a domain-adaptive transfer attack scheme [24].

Figure 4: The pipeline of self-mutating network. In the training pipeline, losses are utilized to optimize overall CNN-
based components including an encoder(E), a discriminator (S), and a decoder(D) for object segmentation and image
generation. Each loss function is explained with the associated equations in the methods. In the inference pipeline, ran-
domness is added to the parameters of E and D by parameter fluctuation. Parameter mutation is then performed while
optimizing the losses of (2)∼(4) that are GAN-based optimizations. Finally, the inference of the buildings is performed
with the mutated parameters of E and D , which are fine-tuned as the domain of an input image.
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3. Methods

In this section, we provide an overview of our proposed
network, that is, the SMN, and describe the novelty of an
SMN in terms of parameter adaptation. The two major
novelties applied are parameter fluctuation and parame-
ter mutation. Fig. 4 illustrates the overall architecture of
the SMN.

3.1. Architecture overview

The proposed architecture is ultimately configured to
accept aerial images as input and generates a segmenta-
tion map (segmap) of the building objects as output. To
this end, the proposed network consists of the encoder-
decoder pipeline, which is mainly used in a segmentation
task [3]. In addition to the basic baseline, the proposed
network has an additional GAN-based structure [10] for
the parameter mutation.

Fig. 5 illustrates the detailed structures of the proposed
SMN. The SMN adopted encoder-decoder architecture,
and in addition, a non-local block is embedded in the tail
of the network to apply the non-locality [33]. The SMN
includes four trainable CNN structures of an encoder, a
decoder for a segmap, a decoder for a generator, and a
discriminator. Note that the decoder for a segmap and
the decoder for a generator share variables that have the
same parameter values of the convolutional filters, ex-
cept for the penultimate, and last layers. The encoder
and decoder for segmentation are used to segment build-
ings, and the discriminator and decoder for the generator
are utilized for the GAN-based optimization, which fine-
tunes the parameters during the inference of the building.
The details of each structure are provided in supplemental
material.

3.2. Training phase of self-mutating network

To generate a segmap, a conventional encoder-
decoder architecture of SegNet are utilized. They are here
optimized with a cross-entropy loss as follows:

Oθe ,θd
Lseg =Oθe ,θd

1

N

N∑
i=1

[(
G

)
log

(
D(E(xi )

)
+ (

1−G
)

log
(
1−D(E(xi ))

)] (1)

where θe and θd are the trainable variables of the en-
coder and decoder for a segmap, respectively, xi is an in-
put image, and E , D , and G are an encoder, a decoder for
a segmap, and the corresponding ground truth of xi , re-
spectively.

In addition, the proposed architecture has a pipeline
that can fine-tune parameters through GAN as shown in
the lower part of Fig. 5 similar to an auto-encoder. The
following general loss functions of Eq. 2 and 3 for GAN are

Figure 5: Detailed architecture and modules of self-
mutating network. Here, the decoder for segmap and the
decoder for the generator share variables except for the
penultimate and the last layer.

utilized to optimize the encoder, decoder for a generator,
and discriminator.

Oθs Ldi sc =Oθs

1
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Oθe ,θd
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1

N
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[
l og

(
1−S(D(E(xi )))

)]
(3)

where S indicates discriminator, and θs is the trainable
variables of the discriminator. In general, when an im-
age from a different domain, which has not been trained,
inputs to the SMN, an image similar to the input image
is not created. However, if parameters are finely adjusted
through the GAN-based architecture for creating an im-
age similar to an original image, the segmap can be accu-
rately predicted for the image of a new domain. There-
fore, the GAN-based structure was adopted here.

However, since the GAN-based optimization is slow to
train, the loss function using structural similarity is ap-
plied to generate a similar image as follows:

Lsi m =− 1

N

N∑
i=1

[
sim

(
xi ,D(E(xi ))

) H ,W,C∑
h,w,c

(
(D(E(xi )))−xi

)2]
(4)

where sim is the function to measure the structural simi-
larity [35] between two images, and H, W, and C indicate
the height, width, and channel of an image, respectively.
When only the L2 loss is used to generate an image that
is exactly the same as an input image, the performance
of the proposed network was degraded. Therefore, the
weight factor of a structural similarity is added to lower
the weights of L2 loss, . When the generated image is sim-
ilar to an input image, only the generator loss is then ap-
plied to the optimization of the network. The optimiza-
tion process is illustrated in Fig. 4.
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(a) (b)

Figure 6: (a) Sample images of generated images and (b)
T-SNE plot of Domain 1, Domain 2, and a generated do-
main from Domain 1. The images in the generated do-
main can be recognized as Domain 1.

When the SMN is optimized, the encoder and decoder
for a generator generate a similar image that is not com-
pletely identical but is in the same domain. Fig. 6(a)
shows the examples of generated images through the gen-
erator including the encoder and decoder. Fig. 6 (b) illus-
trates the T-SNE [12] plot. The T-SNE plot demonstrates
that the generated images belong to a domain that is al-
most identical to that of the input images.

3.3. Inference phase of the self-mutating network

As illustrated in Fig. 4, the prediction of buildings by
SMN is carried out with the following steps: (1) Parameter
fluctuation is applied to the encoder(E) and decoders(D),
resulting in the fluctuated E and D . (2) The parameter
mutation is then applied to fine-tune the fluctuated E and
D while optimizing the GAN-based pipeline, and then, get
the mutated E and D . (3) The prediction of a building is
performed with the mutated E and D . When a raw image
is given as input, the parameter vibrates through the pa-
rameter fluctuation method, and the values of the param-
eter change within a certain space range. Subsequently,
the raw image is fed into the encoder and decoder for
a generator, and a new image is generated through the
compression and decompression processes. Simultane-
ously, the discriminator determines whether the gener-
ated image is similar to the raw input image. Here, as the
generated image is optimized to be more similar to the
input image, the parameter values of the encoder and de-
coder change. Subsequently, after finishing the changes
in the parameter values, the raw image is fed into the
structure of the encoder and decoder for a segmap, and
the segmap of the building corresponding to the input im-
age is predicted.

3.4. Parameter Fluctuation

Parameter fluctuation is a method of adding random-
ness to the parameters of E and D in the prediction step.
Because of the gradient-vanishing problem, deeper lay-
ers cannot be mutated by parameter mutation. Therefore,
parameter fluctuation is proposed to solve this problem.

In the SMN, all parameters have a 3×3 size of convo-
lution filters, and all parameters are mapped as vectors
to variables in 9-dimensions. Subsequently, random vec-
tors are added to each parameter to change the spatial
position of the parameters. Here, the parameter vectors
are denoted as vi , the center point of vi is defined as c,
and the fluctuation vectors are defined as fi . The follow-
ing conditions should be satisfied, but the length of the
fluctuation vectors does not exceed a constraint constant
(λ1): ∑[

fi
]= 0 (5)

|| fi || ≤λ1||vi − c|| (6)

That is, the center of the vectors should not be changed
even after adding random factors. The range of the ran-
dom factors is set so as not to exceed λ1% multiplied by
the distance between each vector (vi ) and the center vec-
tor (c), thus ensuring that random elements do not exceed
the constrained range of the optimized parameters. When
the conditions in Eqs. 5 and 6 are met, a similar segmenta-
tion performance could be achieved in the same domain.
The mathematical proof is given in the Supplemental ma-
terial. The example of the parameter fluctuation is illus-
trated in Fig. 7. The sum of the all fluctuation vectors
should be a zero-vector to maintain the center position
of all parameters.

Algorithm.1 represents the algorithm of parameter
fluctuation. Since the parameter fluctuation adds ran-
dom elements to the parameters, the entropy of the net-
work becomes increased, and the accuracy of segmenta-
tion from other domains become improved.

(a) (b)

Figure 7: (a) Schematic illustration of the parameter fluc-
tuation. Randomness is added to the parameters of con-
volution filters. (b) Sum of fluctuation vectors. Here, the
red dotted arrows represent a fluctuation vector for a con-
volutional parameter, and the sum of all fluctuation vec-
tors should be a zero vector.
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Algothim 1: The procedures and conditions of the param-
eter fluctuation.

1: Generates 4N vectors (si ) on the surface of
randomly and uniformly distributed zero-
mean Gaussian noise in 3D-coordinates.

2: Here, the range (r ) of vectors should be less
than 0.25λ1min(||vi − c||)

3: Select randomly one pair of vectors of sr1,2 ,
add θrand and φrand to sr1 , and add −θrand and
−φrand to sr2 , simultaneously

.

4: Select randomly 4 vectors of sr1,2,3,4 and add
them as fi = sr1+sr2+sr3+sr4 while preserving∑

fi = 0

5: Add the fluctuation vector ( fi ) as v̂i = vi + fi

6: Here,
∑

v̂i = 0

7: return Fluctuated vectors (v̂i )

3.5. Parameter Mutation

In general, CNN-based networks that are optimized
only for one domain cannot generate an acceptable per-
formance when predicting images of another domain;
therefore, a parameter mutation technique is proposed.
The parameter mutation is a GAN-based fine-tuning
technique that changes the parameters according to the
input domain. As the input images are compressed and
decompressed, new images are generated. However, if the
encoder and decoder are not fully optimized in the source
domain, the generated images are not sufficiently similar
to the input images. Therefore, by fine-tuning the param-
eters of the encoder and decoder, similar images are gen-
erated with the input images during the prediction phase.
Thus, the parameters of the SMN are fine-tuned accord-
ing to the input domain, and the SMN can then generate
a segmentation map of buildings with an improved per-
formance.

Figure 8: The T-SNE results of parameters of SMN opti-
mized in one domain before (left) and after (middle) ap-
plying parameter mutation and optimized in all domains
(right).

Note here that the parameters of the encoder and de-
coder are not fully optimized but are optimized while sat-
isfying the following conditions:

sim
(
xi ,D(E(xi ))

)≥λ2

Lsi m ≤λ3
(7)

As the purpose of limiting the degree of optimization, (1)
to overcome an overfitting problem because a fully opti-
mized deep learning network does not guarantee a high
segmentation performance and (2) to achieve a faster pre-
diction time during the prediction phase, only a certain
point of similarity is secured. Therefore, the parameter
mutation is stopped if the conditions are satisfied. The
parameter selection process is illustrated in supplemental
material.

Fig. 8 illustrates the distributions of the parameters of
the SMN (a) before and (b) after parameter mutation, and
(c) the parameters trained to all domains in a 2D-space
by applying the T-SNE method. Fig. 8 demonstrates that
the parameter mutation can guarantee an acceptable per-
formance in other domains, not limited to a particular
domain of aerial images because the parameters are dis-
tributed to all domains as the parameters of the fully op-
timized network.

4. Experiments and Results

4.1. Dataset and Training Environment

To evaluate the performance of an SMN compared to
other state-of-the-art networks, that is, FDA [39], DDA
[5], DATA [24], and TreeUNet [40], which have been stud-
ied for domain adaptive semantic segmentation, a k-fold
cross validation was applied to all datasets. In addition,
the intersection over union (IoU) [28] of the buildings is
utilized as the evaluation metric, and because the back-
ground IoU values do not impact the performance, only
the IoU values of the buildings are utilized. The codes
for the deep learning networks are implemented using
the public library of Tensorflow version 1.13 [1], and the
server for the testing is constructed with two Intel Xeon
CPUs and four NVIDIA Titan-Xps GPUs.

To demonstrate the performance of the self-mutating
network, four datasets, i.e., WHU [15], Inria [22], Mas-
sachusetts Buildings [23], and our Urban Dataset (OUD),
were applied. Images in each domain have different char-
acteristics of resolutions, locations, time, and architec-
ture styles, as well as detailed information including dif-
ferences, numbers of images, methods used to construct
the datasets, and construction of the CNN models, as il-
lustrated in the supplemental material. In addition, Fig. 9
illustrates that the T-SNE results after applying principal
component analysis (PCA) and the characteristics of the
images differ depending on the domains.
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Figure 9: T-SNE results after applying PCA to aerial images
of all domains including Massachusetts, WHU, Inria, and
OUD datasets.

4.2. Experimental Results

To evaluate the performance of SMN, we performed an
ablation study of the SMN, compared the performance of
SMN and state-of-the-art networks for the domain adap-
tive segmentation.

Table 1 shows the segmentation results of the abla-
tion study of the self-mutating network. Here, I, M, W,
and O indicate the Inria, Massachusetts, WHU, and OUD
datasets, respectively. In addition, PM and PF indicate the
parameter mutation and parameter fluctuation, respec-
tively, and SAME indicates that only the l2 loss function
is utilized in Eq. 4 instead of the structural weight factor.
Note that the SAME generates exactly the same images as
the input images, whereas Eq. 4 generates similar images
that are completely different from the input images but
are in the same domain.

In the ablation study (Table. 1), the GAN-based param-

Table 1: Ablation study of the SMN. Here, the images of
the illustrated domain are utilized as a trainset, and im-
ages in other three domains are utilized as a test set. For
example, case-M indicates that the Massachusetts dataset
is used as the training set and the other three domains
are used as the test sets. The best performance marked
as bold and the second as underline.

Structure
Building IoU

I M W O
Baseline[3] 49.2 49.5 49.5 49.5
Baseline + SAME 51.0 50.8 50.5 49.7
Baseline + PF 52.9 52.4 52.1 51.2
Baseline + PM 52.8 54.0 51.2 54.9
Baseline + PF + SAME 52.2 51.6 53.2 52.5
Baseline + PF + PM (ours) 62.9 61.6 61.9 60.9

eter mutation improved the segmentation performance,
although the network predicted the images in different
domains. Despite the poor performance of the arbitrary
usage of the parameter fluctuation, the filter fluctuation
helped improve the segmentation performance when it
was utilized with the parameter mutation. Note that the
case (PM) of generating similar but not the same images
by applying a similar weight factor helped improve the
accuracy compared to the case (SAME) of generating the
same images through a GAN. Here, PM and PF seemed to
generate better predictions by providing variations from
the optimal point. However, since the improvement of
performance of models with only PF or PM was not signif-
icant, it seems that the model is not at the optimal point
but a local optimum. When PF and PM are used simulta-
neously, the performance of the model is significantly im-
proved. So, it can be considered that the model with both
PF and PM is at the optimal point with the fine-tuned pa-
rameters.

(a) Training using one domain and testing with other three domains.

(b) Training using two domains and testing with other two domains.

Figure 10: Segmentation results of SMN compared to
other state-of-the-art networks. The illustrated dataset is
used as the training set, and the other datasets of different
domains are utilized as the test sets.
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Table 2: Quantitative comparisons of different methods
in terms of average of mean IoU. The first and the sec-
ond best performance are in bold and underlined, respec-
tively. The detailed quantitative comparisons are illus-
trated in the supplemental material.

Trainingset FDA DDA DATA TreeUNet SMN

Inria 0.6158 0.6128 0.6193 0.6120 0.6290
Massachusetts 0.6018 0.5984 0.6038 0.5959 0.6161

WHU 0.6040 0.5986 0.5984 0.6075 0.6190
Ours 0.5913 0.5965 0.5930 0.5973 0.6086

Fig. 10(a) represents the IoU values of the predicted
building by the FDA, DDA, DATA, TreeUNet, and SMN.
The indicated dataset was utilized as a training set, and
images in other domains were utilized as a test set. The
SMN shows higher IoU values of 0.643, 0.635, 0.627, and
0.624 in the case of Inria, Mass, WHU, and OUD, respec-
tively. Furthermore, the SMN shows the best IoU of 0.643,
which is an 8.48% improvement over the others. Fig.10(b)
represents the IoU values of predicted buildings of im-
ages from the other two domains by FDA, DDA, DATA,
TreeUNet, and SMN trained with two domains. Here, the
two datasets indicated were used as a training set, and
images from the other two domains were used as a test
set. The SMN shows the higher IoU values of 0.698, 0.668,
0.717, 0.670, 0.692, and 0.686 in the case of I+O, W+M,
W+O, M+O, I+M, and I+W, respectively than other state-
of-the-arts. Furthermore, the SMN shows the best IoU of
0.717, which is 11.19% higher than the others. As shown in
Fig.10, the SMN shows the highest IoU values in every do-
main, and the mean IoU value of the SMN is higher than
those of other state-of-the-art networks. Furthermore, as
shown in Fig.11, the predicted segmaps of buildings of
aerial images using SMN showed the most similar results
to the ground truths in all tasks of aerial images.

5. Conclusions
In this paper, we proposed a novel deep learning ar-

chitecture for the domain adaptive semantic segmenta-
tion of buildings in aerial images. The proposed network,
denoted as a self-mutating network, changes the values
of the trained parameters by using two novel approaches,
that is, GAN-based parameter mutation and a mathemat-
ical methodology of the parameter fluctuation according
to the domains of the input images. The experimental re-
sults demonstrate the feasibility that the proposed deep
learning based on the vanilla network produces higher
IoU values of buildings in aerial images, compared to
other state-of-the-art models with 11.19% higher IoU val-
ues. In addition, to obtain much higher performance,
we conducted an additional experiment using a state-of-
the-art network-based SMN in the supplemental mate-
rial. The main contribution of this study is the proposal

(a) Segmentation results by trained deep learning networks using Inria
and OUD.

(b) Segmentation results by trained deep learning networks using Inria
and Mass.

Figure 11: Segmentation results corresponding to Fig.
10(b). The first two domains are utilized as the trainingset
and the domain next to the arrow is utilized as the predic-
tions. I, M, W, O indicate the Inria dataset, Massachusetts
dataset , WHU dataset, Our Urban Dataset. The segmen-
tation results related to Fig. 10(a) and Other combinations
related to Fig. 10(b) are illustrated in the supplemental
material.

of a novel utilization of a GAN within the prediction time
as well as the mathematical parameter fluctuations. With
the novel performance of the segmentation results for the
DA of aerial images, the proposed self-mutating network
can be used as a novel framework in this field. It is accept-
able that the fine-tuning network in the prediction phase
requires a large calculation time, as illustrated in the sup-
plementary document, but it should be further improved.
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