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Abstract

Existing state-of-the-art human pose estimation methods require heavy computational resources for accurate predictions. One promising technique to obtain an accurate yet lightweight pose estimator is knowledge distillation, which distills the pose knowledge from a powerful teacher model to a less-parameterized student model. However, existing pose distillation works rely on a heavy pre-trained estimator to perform knowledge transfer and require a complex two-stage learning procedure. In this work, we investigate a novel Online Knowledge Distillation framework by distilling Human Pose structure knowledge in a one-stage manner to guarantee the distillation efficiency, termed OKDHP. Specifically, OKDHP trains a single multi-branch network and acquires the predicted heatmaps from each, which are then assembled by a Feature Aggregation Unit (FAU) as the target heatmaps to teach each branch in reverse. Instead of simply averaging the heatmaps, FAU which consists of multiple parallel transformations with different receptive fields, leverages the multi-scale information, thus obtains target heatmaps with higher-quality. Specifically, the pixel-wise Kullback-Leibler (KL) divergence is utilized to minimize the discrepancy between the target heatmaps and the predicted ones, which enables the student network to learn the implicit keypoint relationship. Besides, an unbalanced OKDHP scheme is introduced to customize the student networks with different compression rates. The effectiveness of our approach is demonstrated by extensive experiments on two common benchmark datasets, MPII and COCO.

1. Introduction

Human pose estimation aims to recognize and localize all the human anatomical keypoints in a single RGB image. It’s a fundamental technique for high-level vision tasks, such as action recognition [11], virtual reality [44] and human-computer interaction. Since the invention of DeepPose [55], deep neural networks have been the dominant solution for human pose estimation, based on which, the approaches [57, 61, 52] focus on exploiting richer representations with a sequential architecture and achieve state-of-the-art performance. However, the gains of such deep learning-based approaches often come with a cost of training and deploying the over-parameterized models, which limits the deployment in resource-intensive mobile devices.

As another powerful tool to achieve a good trade-off between speed and accuracy, knowledge distillation [19] follows the teacher-student paradigm. Traditional distillation utilizes a two-stage scheme that starts with a cumbersome pre-trained teacher model, then distills the knowledge to a compact student model. In the field of pose estimation, recent works [66, 22] adopt a traditional offline distillation scheme which distills the knowledge from a large pre-trained pose estimator (teacher) to a lightweight pose estimator (student) as shown in Fig. 1(a). However, training such a heavy teacher model is time-consuming and a
high-capacity model is not always available. Thus, online counterparts [67, 68] are proposed to simplify the distillation process to one stage, reducing the demand for the pre-trained teacher model. In ONE [68], a strong teacher model is established on-the-fly and all students share the same target distribution by averaging the predictions of all branches with learnable weights. Prior impressive works are mostly devoted to classification tasks, which neglect the valuable structural knowledge in the pixel-level tasks. Thus, our work focuses on the more challenging pixel-level tasks and proposes the first online pose distillation framework.

Existing pixel-level distillation works [66, 22] use mean squared error (MSE) as the distillation loss which is weak for knowledge transfer. It can not effectively measure the relative entropy between two probability distributions. Besides, MSE is used as the loss function of both task-specific supervised term and distillation term. These two loss terms have different optimization targets, one is the ground truth supervised term, the other is the predicted heatmap generated by the teacher. The conflict between two loss terms will deviate the optimization into a sub-optimal situation.

To alleviate those limitations, we investigate an online pose distillation approach for efficient pose estimation. The proposed method has two vital aspects for efficiency. One is that we simplify the distillation procedure to one stage. The other one is that the proposed method significantly improves the pose estimation accuracy comparing with the original network. The whole framework is constructed with a Feature Aggregation Unit (FAU) and multiple auxiliary branches, where each branch is treated as a student. The student branch can be both the same or heterogeneous architectures, making up the OKDHP-Balance and the OKDHP-Unbalance architectures respectively and enabling the customization of different compression rates. The teacher is established by the weighted ensemble of the predictions of all students through the FAU. The FAU here captures the multi-scale information to obtain the higher-quality target heatmap.

Besides, to transfer the pose structural knowledge, the pixel-wise KL divergence loss is utilized to minimize the discrepancy between the target heatmaps and the predicted ones. In the final deployment, the target single-branch network is acquired by simply removing redundant auxiliary branches from the trained multi-branch network, which doesn’t introduce any test-time cost increase.

The main contributions of this paper are listed below.

- Extensive experiments validate the effectiveness of our proposed method on two popular benchmark datasets: MPII and COCO.

2. Related Work

Human Pose Estimation Classical human pose estimation approaches mainly adopt the technique of pictorial structures [14, 2, 23, 45, 46] and graphical models [50, 49, 7, 10]. With the rapid development of deep convolutional neural networks [28, 51, 17], approaches based on CNNs became popular in recent years [54, 57, 12, 39, 52, 3]. DeepPose proposed by Toshev et al. [55] was the first attempt to regress the coordinates of body parts directly and shows superior performance than classical approaches. Tompson et al. [54] learned body structures by jointly optimize the convnets and graphical models. CPM [57] incorporates convolutional networks into the pose machine framework for the task of human pose estimation and directly performs pose matching on the heatmaps. Newell et al. [38] stacked several hourglass modules to iteratively refine the predictions. Intermediate supervision is also used to produce accurate intermediate heatmaps and prevent gradient vanishes. The hourglass module is highly related to conv-deconv architecture [35, 48]. Features in this module are first pooled down to a low resolution, then are upsamped and fused with high-resolution features. Chu et al. [12] try to incorporate hourglass networks with attention mechanisms to learn and infer contextual representations. Yang et al. [61] further improved its performance by using the pyramid residual model.

In addition to heavy networks for highly accurate pose estimation, highly efficient pose estimation networks have also been studied to meet the needs of real applications. Cao et al. [4] introduced a real-time estimation network with two branches where one branch generates the heatmap predictions, while the other one generates part affinity field, then a greedy algorithm is used to group the joints to the corresponding person. Kocabas et al. [27] proposed pose residual network that takes as input keypoints and person detections then perform keypoint assignment. MultiPoseNet achieves similar accuracy to Mask-RCNN [16] while being at least 4x faster. Based on OpenPose [4], [42] uses a MobileNet [21] as a backbone network and adopt lightweight refinement stage to reduce computational cost.

Knowledge Distillation Originally introduced by Hinton et al. [19], knowledge distillation transfers knowledge in the form of soft predictions from a large and computational expensive model to a single computational efficient model through a learning procedure. When training the target student model, this method makes full use of the extra supervisory signal provided by the soft output of the teacher model. In FitNet [47], the student was forced to mimic the
An overview of the proposed Online Knowledge Distillation for Human Pose estimation (OKDHP). Each branch serves as an independent pose estimator. The FAU learns to ensemble all branches to establish a stronger teacher model. $L_{kd}$ denotes the KL divergence loss between intermediate heatmaps and ensemble heatmaps. We omit the conventional mean squared error loss $L_{mse}$ for simplicity.

Knowledge distillation methods have been widely used in many vision tasks, including object detection [30, 6, 13], line detection [20], semantic segmentation [62, 18, 34] and human pose estimation [66, 40, 56, 58]. DOPE [58] proposes to distill the 2D and 3D poses from three independent body part expert models to the single whole-body pose detection model. Nie et al. [40] distill the pose kernels via leveraging temporal cues from the previous frame in a one-shot feed-forward manner. Wang et al. distill the 3D pose knowledge from Non-Rigid Structure from Motion in weakly supervised learning. FPD [66] adopts the classical distillation approach and transfers the knowledge from an 8-Stack hourglass network to a lightweight 4-Stack hourglass network. Two shortcomings exist in the above work. A high-capacity teacher model is not always available and such complex two-stage learning will make the distillation inefficient.

3. Methodology

In this section, we first present a brief introduction to knowledge distillation, then we describe our proposed online knowledge distillation framework for efficient human pose estimation. Finally, we introduce the unbalanced version of our proposed OKDHP.

3.1. Teacher-Student Learning

Knowledge distillation [19], as one of the main model compression techniques [59, 37], follows the classic teacher-student learning paradigm. By treating a pre-trained heavy network as the teacher model, knowledge distillation aims to learn a lightweight student model, which is expected to master the expertise of the teacher, via transferring the knowledge from the teacher. Such distillation procedure can be formulated as:

$$L_{kd} = d(m_{stu}, m_{tea}),$$

where $d(\cdot)$ denotes the distance loss function, measuring the differences between two probability distributions. $m_{stu}$ and $m_{tea}$ represent the results generated by the student and the teacher, respectively.

With the task-specific supervised loss $L_{task}$, the whole loss function is given as:

$$L_{total} = L_{task} + \lambda L_{kd},$$

where $\lambda$ is the hyperparameter for balancing the two loss terms.

The vanilla knowledge distillation is a two-stage procedure where a cumbersome teacher model is first trained and fixed, and then the knowledge is distilled to a compact student model. This process increases the training complexity, making the distillation process inefficient.
3.2. Online Human Pose Distillation

To solve the problems in the vanilla distillation method, we propose an online knowledge distillation framework for efficient pose estimation. An overview of the proposed framework is illustrated in Fig. 2. The proposed OKDHP architecture contains a multi-branch network as the main network and an FAU module for building the teacher online. We adopt the Hourglass network [38] (HG) as our basic building block in the proposed framework, which is the most common block used in many state-of-the-art works [12, 24, 29].

3.2.1 The Main Network

The main network is in the multi-branch architecture that consists of \( T \) auxiliary homogeneous branches with the same network configuration (the same number of HG modules). That is, a total of \( T \) pose estimators are aggregated in the main network, each of which shares the first \( n_0 \) HG modules and is treated as a teacher. For every \( 1 \leq t \leq T \), branch-\( t \) has \( n_t \) individual HG modules. To make the method clearer, we firstly give the details of the OKDHP-balanced, where \( n_1 = n_2 = \ldots = n_T \).

Thus, given a single RGB image, human pose estimation estimates a heatmap for each human anatomical keypoint, which represents the keypoint locations as Gaussian peaks. To train the multi-branch main network, we minimize the mean squared error (MSE) between the predicted heatmaps \( m_{\text{pred}} \) from each branch and the ground-truth heatmaps \( m_{\text{gt}} \):

\[
L_{\text{mse}} = \frac{1}{C} \sum_{t=0}^{T} \sum_{c=1}^{C} \| m_{\text{gt}}^c(t) - m_{\text{pred}}^c(t) \|_2^2,
\]

where \( C \) denotes the total number of human keypoints i.e. heatmap channels and \( T \) denotes the total number of network branches. \( m_{\text{pred}}^c(t) \) is the predicted heatmap from branch-\( t \) at the \( c \)-th channel. Note that our network is built by stacking multiple hourglass modules, the supervision is applied not only on the final output but also on the intermediate heatmaps from each HG module.

3.2.2 The FAU Module

The Feature Aggregation Unit (FAU) learns to combine all the predicted heatmaps from \( T \) branches to establish a strong teacher model. The FAU module consists of multiple parallel transformations with different receptive fields, leveraging both local and global information to obtain accurate target heatmaps. The architecture of the proposed FAU is depicted in Fig. 3.

Previous image classification work [68] uses a simple conv block as the gate module to generate an importance score for each branch. But a simple conv block cannot effectively capture the contextual representation due to the body scale variation problem that exists in the natural scene. The multi-scale information is required to handle this problem. In this work, we focus on effectively capturing the multi-scale information to generate the target heatmaps with higher-quality. Inspired by the previous works [31, 15], we propose the FAU which is composed of multiple parallel transformations with different receptive fields. As shown in Fig. 3, multiple conv blocks in FAU have different receptive fields and are arranged in parallel. We take as input the features after the main network Conv block which contains more original information. The convolution operation starts with a small kernel size of 3, then consistently increases in the following branches (size of 3,5,7). In our network, additional \( 1 \times 1 \) convolutions are mainly used as dimensional reduction methods to save computational resources. We further combine the average pooling of original inputs for richer representations. Then we concatenate all the splits and obtain the intermediate vector \( v \), denoted as:

\[
v = [v_{\text{avg}}, g([v_{\text{conv}3}, v_{\text{conv}5}, v_{\text{conv}7}])],
\]

where \( g(\cdot) \) denotes the global pooling function. \( v_{\text{conv}3}, v_{\text{conv}5}, v_{\text{conv}7} \) denote the results from the conv path with kernel size 3, 5 and 7, respectively. \( v_{\text{avg}} \) denotes the results from the average pooling path.

For any input feature maps, this configuration creates multi-scale features with each conv path that are aggregated to capture richer information for both local and global fields. We pass the intermediate vector \( v \) through the fully connected layer \( FC \) to fuse the information from different paths. Then, a channel-wise softmax operator is applied to obtain the soft attention vectors \( a_{1,c} \). In the case of three network branches, for \( c \)-th heatmap we have

\[
a_{1,c} + a_{2,c} + a_{3,c} = 1,
\]

where \( c=1, 2, \ldots, C \). Finally, we fuse predictions from multiple branches via an element-wise summation to obtain the weighted target heatmaps \( m_{\text{tar}} \):

\[
m_{\text{tar}} = \sum_{t=1}^{T} a_t \odot m_t^t,
\]

where \( a_t = [a_{1,t}, a_{2,t}, ..., a_{c,t}] \), \( m_t^t = [m_{1,t}, m_{2,t}, ..., m_{c,t}] \) and \( m_t \in \mathbb{R}^{H \times W \times C} \). Here, \( a_t \) is the weight for the \( t \)-th branch, \( m_t^t \) is the heatmaps generated by the \( t \)-th branch and \( \odot \) refers to the channel-wise multiplication between \( a_t \) and \( m_t^t \). Our experiments (see Section 4.4) prove that the weights generated by FAU can achieve better distillation performance.
3.2.3 Pixel-wise Distillation

A proper distillation loss function is critical to the whole training procedure. Since pixel values on the heatmaps indicate the probabilities of pixels that belong to the keypoint. We align the heatmap generated by the student model with the target heatmaps. The target heatmaps obtained through the FAU play the role of a teacher model to teach each branch model (student) in our method. To transfer the pose structural knowledge, the pixel-wise Kullback-Leibler (KL) divergence loss is utilized to minimize the divergence between the heatmaps of the teacher model and the student model as follows:

\[ L_{kl} = \frac{1}{W' \times H'} \sum_{i \in M} \sum_{t=0}^{T} KL(q_{i\text{tar}}^{i}, q(t)^{i}) , \] (7)

where \( W' \) and \( H' \) represent the heatmaps’ width and height. \( q_{i\text{tar}}^{i} \) and \( q(t)^{i} \) denote the probabilities of the \( i \)-th pixel from the heatmap generated by the teacher model and the student model, respectively. \( M = \{1, 2, ..., W' \times H'\} \) denotes all the pixels.

Overall To get a better understanding of our method, we describe the whole training procedure in Algorithm 1. For the proposed online human pose distillation method, the whole objective function consists of a conventional mean squared error loss \( L_{mse} \) for pose estimation and another loss term \( L_{kl} \) for online knowledge distillation:

\[ L_{total} = \alpha L_{mse} + \beta L_{kl} . \] (8)

where \( \alpha \) and \( \gamma \) are the hyperparameters to balance these two losses.

3.3. Unbalanced Architecture

To achieve a better distillation performance, a stronger teacher model is required. But in our balanced architecture, the teacher is fixed once we set up the target network. Here, the unbalanced variant is introduced to customize the student model with different compression rates, as shown in Fig. 1(c). For an unbalanced OKDHP architecture, each branch have different numbers of HG modules, where \( n_1 \neq n_2 \neq \ldots \neq n_T \). For example, for a 3-branch unbalanced network, if a 4-Stack HG network is required for final deployment, the other two branches can...
be set as a 6-stack and an 8-Stack network. Compared with the balanced structure, a better teaching performance can be achieved by utilizing the stronger representation ability of a larger network. Furthermore, the other benefit is that we can simultaneously obtain three different networks with comparable performances in one training procedure. This kind of network setting can be customized to other settings according to the actual needs. We demonstrate the effectiveness of unbalanced structure in Table 3 and present the detailed results in Table 5.

### 4. Experiments

To validate the effectiveness of our proposed method, we conduct several experiments on two popular human pose datasets, MPII [1] and COCO [33].

#### 4.1. Implementation Details

**Datasets** The MPII dataset includes approximately 25K images containing over 40K subjects with annotated body joints, where 29K subjects are used for training and 11K subjects are used for testing. The images were collected using an established taxonomy of everyday human activities from YouTube videos. We adopted the same train/valid/test split as in [66]. Each person instance in MPII has 16 labeled joints.

The COCO keypoint dataset [33] presents naturally challenging imagery data with various poses. It contains more than 200k images and 250k person instances labeled with keypoints. In evaluation, we follow the commonly used train/val/test split. Each person instance is labeled with 17 joints.

**Training details** We implement all the methods in PyTorch [43]. For MPII, we resize the cropped images to 256×256 in pixels. Then we randomly augment the data with rotation degrees in [-30°, 30°], scaling with factors in [0.75, -1.25] and horizontal flip. For COCO, we resize the cropped image to 256×192 in pixels. Then we apply random horizontal flip, random rotation with degrees in [-40°, 40°] and random scale with factors in [0.7, 1.3]. We follow the standard data processing scheme for all images as in [66]. Adam [26] is used as the optimizer and we set the initial learning rate to 2.5e-4, weight decay to 1e-4. The learning rate is divided by 10 at 90 and 120 of the total 150 training epochs. We usually set $\alpha=1$ and $\beta=2$ in Eqn.8. For the network architecture, we set the number of shared HG modules to half the number of total stacks. In the case of a 4-Stack OKDHP network, we have two shared HG modules and two individual HG modules for each branch. We set branch size to 3 as default. We use the OKDHP-balance architecture as our default scheme in the following experiments unless we specified. We adopt the official hourglass configurations as our baseline method in all experiments.

**Evaluation Metric** We use the standard Percentage of Correct Keypoint (PCK) metric which reports the percentage of correct keypoints lies within a normalized distance of ground truth. We use PCKh@0.5 for the MPII dataset, which refers to a threshold of 50% of the head diameter. For COCO, we use Object Keypoints Similarity (OKS) as our evaluation metric, which defines the similarity between different human poses.

### Table 1. Evaluation of our proposed OKDHP on MPII testing set (PCKh@0.5)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Newell et al. (HG) [ECCV’16] [38]</td>
<td>98.2</td>
<td>96.3</td>
<td>91.2</td>
<td>87.1</td>
<td>90.1</td>
<td>87.4</td>
<td>83.6</td>
<td><strong>90.9</strong></td>
</tr>
<tr>
<td>Ning et al. [TMM’17 [41]]</td>
<td>98.1</td>
<td>96.3</td>
<td>92.2</td>
<td>87.8</td>
<td>90.6</td>
<td>87.6</td>
<td>82.7</td>
<td>91.2</td>
</tr>
<tr>
<td>Chu et al. [CVPR’17] [12]</td>
<td>98.5</td>
<td>96.3</td>
<td>91.9</td>
<td>88.1</td>
<td>90.6</td>
<td>88.0</td>
<td>85.0</td>
<td>91.5</td>
</tr>
<tr>
<td>Chen et al. [ICCV’17] [8]</td>
<td>98.1</td>
<td>96.5</td>
<td>92.5</td>
<td>88.5</td>
<td>90.2</td>
<td>89.6</td>
<td>86.0</td>
<td>91.9</td>
</tr>
<tr>
<td>Yang et al. [ICCV’17] [61]</td>
<td>98.5</td>
<td>96.7</td>
<td>92.5</td>
<td>88.7</td>
<td>91.1</td>
<td>88.6</td>
<td>86.0</td>
<td>92.0</td>
</tr>
<tr>
<td>Ke et al. [ECCV’18] [24]</td>
<td>98.5</td>
<td>96.8</td>
<td>92.7</td>
<td>88.4</td>
<td>90.6</td>
<td>89.3</td>
<td>86.3</td>
<td>92.1</td>
</tr>
<tr>
<td>Tang et al. [ECCV’18] [53]</td>
<td>98.4</td>
<td>96.9</td>
<td>92.6</td>
<td>88.7</td>
<td>91.8</td>
<td>89.4</td>
<td>86.2</td>
<td>92.3</td>
</tr>
<tr>
<td>FPD [CVPR’19] [66]</td>
<td>98.3</td>
<td>96.4</td>
<td>91.5</td>
<td>87.4</td>
<td>90.9</td>
<td>87.1</td>
<td>83.7</td>
<td>91.1</td>
</tr>
<tr>
<td>OKDHP</td>
<td>98.2</td>
<td>96.6</td>
<td>92.3</td>
<td>88.0</td>
<td>91.0</td>
<td>88.5</td>
<td>84.5</td>
<td><strong>91.7</strong></td>
</tr>
</tbody>
</table>

### Table 2. PCKh@0.5 score of our proposed OKDHP on MPII validation set.

<table>
<thead>
<tr>
<th>Method</th>
<th>PCKh@0.5</th>
<th>TrainCost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>89.2</td>
<td>14</td>
</tr>
<tr>
<td>FPD</td>
<td>89.7</td>
<td>66</td>
</tr>
<tr>
<td>OKDHP-Balance</td>
<td>90.0</td>
<td>47</td>
</tr>
<tr>
<td>OKDHP-Unbalance</td>
<td>90.2</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 3. Comparison with different distillation methods based on the 4-Stack hourglass network on MPII validation set. TrainCost: Training cost in the unit of GFLOPS.
4.2. Results on MPII dataset

We evaluate our method on the MPII dataset. Table 1 compares the PCKh@0.5 accuracy results of state-of-the-art methods and our proposed OKDHP on the MPII testing set. Table 2 reports the comparison of three varying-capacity networks trained by the conventional method and our proposed OKDHP. We can clearly observe that all networks benefit from our OKDHP training method, particularly for small networks achieving large performance gains. Specifically, our method improves various baseline networks ranging from 0.3 to 0.8. Considering that the performance of many state-of-the-art pose estimation networks, improves from 0.1% to 0.3% in PCKh scores, our performance is in fact, significant as compared to prior works. A 2-Stack HG network trained with OKDHP achieves similar performance with the original 4-Stack HG network but it only needs half the number of HG modules. In contrast to the conventional distillation method, a large pre-trained teacher is not necessary. We provide the visualized pose results in Fig. 4.

We compare our method with previous state-of-the-art distillation work FPD [66] and demonstrate the performance comparison of our proposed balanced and unbalanced structure in Table 3. The teacher network is an 8-Stack HG network with 90.2 PCKh@0.5 scores for FPD. We can clearly observe that both OKDHP balanced and unbalanced architectures outperform the FPD method, validating the performance advantage of our method. The unbalanced structure outperforms the balanced structure by 0.2% but with 36%(17/47) FLOPS increase. OKDHP-Balance takes the least training cost, proves that our method is the most effective pose distillation approach.

4.3. Results on COCO dataset

Table 4 shows the results of the baseline method and our proposed OKDHP on the MS COCO keypoint dataset. In the test, a two-stage top-down paradigm is applied, same as in [60, 9, 65]. We use a detector with detection AP 56.4 for the person category on COCO val2017. From this table, we can observe that OKDHP method yields a more generalizable model compared to independent learning. This demonstrates that our method can still be applied to the large-scale dataset effectively.

4.4. Ablation Study

Loss Function The distillation loss function plays a critical role in the whole learning procedure. We compared the
performance of different distillation loss functions as shown in Table 6. FPD uses mean squared error (MSE) loss as the distillation term which is the same as the task-specific supervised term. We test the MSE loss in our proposed framework. In Table 6, this result shows that our proposed pixel-wise KL divergence is a better choice in comparison to the MSE. Our method can effectively distill the pose structural knowledge to enhance distillation performance.

**Branch Size** We evaluate the impact of branch size on the performance of our branch-based online pose distillation framework. Table 7 shows the performance on MPII validation set with varying branch sizes ranging from 2 to 5. We omit the case when branch size \( n = 1 \) since one branch cannot form the ensemble result. The baseline method denotes the vanilla 2-Stack networks without any modifications. We can clearly observe that OKDHP scales well with more branches and a 2-Stack OKDHP can be further improved if a larger branch size is allowed during training.

<table>
<thead>
<tr>
<th>Branch Size</th>
<th>PCKh@0.5</th>
<th>#Params</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>88.6</td>
<td>13.0M</td>
</tr>
<tr>
<td>2</td>
<td>89.2</td>
<td>15.5M</td>
</tr>
<tr>
<td>3</td>
<td>89.2</td>
<td>18.6M</td>
</tr>
<tr>
<td>4</td>
<td>89.3</td>
<td>21.7M</td>
</tr>
<tr>
<td>5</td>
<td><strong>89.4</strong></td>
<td>24.7M</td>
</tr>
</tbody>
</table>

Table 7. Impact of branch size for a 2-Stack OKDHP framework on MPII validation set (PCKh@0.5).

**Individual HG Number** We set \( n_x = 2 \) and \( n_i = 2 \) for a 4-Stack OKDHP network in the main experiment, indicating that we have two shared HG modules and two individual HG modules for each branch. Table 8 demonstrated the impact of the individual HG numbers on MPII validation set. From this table, we can see that if very few HG modules are shared, the performance will quickly drop. This brings the concept of branch diversity for such branch-based networks as mentioned in [5, 32]. Diversity will be hurt with the reducing number of individual HG modules, which will limit the effectiveness of within-group knowledge transfer. We usually set the number of shared and individual modules to half the number of total stacks to achieve the accuracy-efficiency trade-offs.

<table>
<thead>
<tr>
<th>Individual HG numbers</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCKh@0.5</td>
<td>89.8</td>
<td>90.0</td>
<td>90.1</td>
<td><strong>90.2</strong></td>
</tr>
<tr>
<td>FLOPs</td>
<td>41G</td>
<td>47G</td>
<td>53G</td>
<td>59G</td>
</tr>
</tbody>
</table>

Table 8. Impact of the number of individual HG modules for a 4-Stack OKDHP network on MPII validation set (PCKh@0.5).

**Sensitivity to Hyperparameter** Table 9 demonstrates how the performance of our proposed framework is affected by the choice of hyperparameter \( \beta \) in Eqn.8. From this table, we can see that our method still has robust performance against varying \( \beta \) values ranging from 0.5 to 5.

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCKh@0.5</td>
<td>89.24</td>
<td>89.20</td>
<td><strong>89.28</strong></td>
<td>89.19</td>
<td>89.20</td>
<td>89.18</td>
</tr>
</tbody>
</table>

Table 9. Sensitivity to \( \beta \) for a 2-Stack OKDHP network on MPII validation set (PCKh@0.5).

**FAU** The goal of FAU is to generate accurate target heatmaps by weighted ensemble heatmaps from all auxiliary branches. To evaluate the effectiveness of our proposed FAU, we conduct various ablation studies on MPII validation set based on a 4-Stack HG network as shown in Table 10. We compare the performance of the following experiments. (1) Baseline: A vanilla 4-Stack HG network without any modification. (2) Mean: A simple average is applied to aggregate the heatmaps of all branches. (3) Gate: A simple attention module used in ONE [68] for the classification task. It was initially proposed for image classification. We reimplement this module so that it can be directly used in pose estimation network. (4) FAU: Our proposed module. We can see that FAU outperforms Mean and Gate by 0.3% and 0.2%, respectively. This confirms the usefulness of the FAU.

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Mean</th>
<th>Gate</th>
<th>FAU</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCKh@0.5</td>
<td>89.2</td>
<td>89.7</td>
<td>89.8</td>
<td><strong>90.0</strong></td>
</tr>
</tbody>
</table>

Table 10. Ablation study on FAU module for a 4-Stack HG network on MPII validation set (PCKh@0.5).

5. Conclusion

In this paper, we propose a novel Online Knowledge Distillation framework by distilling Human Pose structure knowledge (OKDHP) in the one-stage manner. A network with multiple branches is utilized in the framework, where each branch is an independent pose estimator and is regarded as the student. The students from multiple branches are integrated into one teacher by the FAU module, which then optimizes the student branches in reverse. With OKDHP, the efficiency is significantly enhanced with reduced distillation complexity and improved model performance. Besides, the unbalanced OKDHP scheme is also introduced to enable the customization of the target network with different compression rates. Experiments have validated the effectiveness of our proposed OKDHP on two popular benchmark datasets.
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