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Abstract

Motion forecasting plays a significant role in various do-
mains (e.g., autonomous driving, human-robot interaction),
which aims to predict future motion sequences given a set
of historical observations. However, the observed elements
may be of different levels of importance. Some informa-
tion may be irrelevant or even distracting to the forecasting
in certain situations. To address this issue, we propose a
generic motion forecasting framework (named RAIN) with
dynamic key information selection and ranking based on a
hybrid attention mechanism. The general framework is in-
stantiated to handle multi-agent trajectory prediction and
human motion forecasting tasks, respectively. In the former
task, the model learns to recognize the relations between
agents with a graph representation and to determine their
relative significance. In the latter task, the model learns
to capture the temporal proximity and dependency in long-
term human motions. We also propose an effective double-
stage training pipeline with an alternating training strat-
egy to optimize the parameters in different modules of the
framework. We validate the framework on both synthetic
simulations and motion forecasting benchmarks in different
domains, demonstrating that our method not only achieves
state-of-the-art forecasting performance, but also provides
interpretable and reasonable hybrid attention weights.

1. Introduction
Motion forecasting has been widely studied in various

domains, such as physical systems, human skeletons, and
multi-agent interacting systems (e.g., traffic participants,
sports players, etc). The problem is formulated as to pre-
dict future states or trajectories based on historical spatio-
temporal observations. However, the observed information
may be of different levels of significance and in some situ-
ations not all the information is relevant for the forecasting.
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Figure 1. A high-level diagram of the proposed general prediction
framework with key information/element selection and ranking,
which consists of two major parts: an RL-based hard attention
mechanism to discriminate key information from complete obser-
vations and a soft attention mechanism to further figure out relative
significance of the key information. The whole procedure can be
iteratively applied over time with a sliding window to enable dy-
namic selection of key information to adapt to evolving situations.

Moreover, the key information may be varying as the situ-
ation evolves, which motivates the forecasting approach to
dynamically adjust its attention to different subsets of obser-
vations. Here we provide two illustrative real-world exam-
ples where key information is naturally selected based on ei-
ther spatial relations or temporal dependencies. An on-road
vehicle usually only needs to pay attention to the traffic par-
ticipants that are interacting or having a conflict with itself,
so only a subset of observations are indeed relevant when
predicting its future behavior. For human motion forecast-
ing, it is observed that humans tend to repeat their motions,
which motivates dynamic attention to different segments of
previous motions given the current observation.

Attention mechanisms have been widely adopted to learn
the relative importance of elements. There are two major
types of attention mechanisms in literature: soft attention
and hard attention [63]. The soft attention is usually per-
formed by applying a score function to input features fol-
lowed by a softmax function to obtain the attention weights
in the range of [0, 1]. These operations are fully differen-
tiable which can be trained by back-propagation with typi-
cal gradient-based optimizers. However, the softmax func-
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tion tends to assign non-zero attention weights to irrele-
vant or unimportant elements, which dilutes the attention
given to the truly significant information [47, 54]. In con-
trast, the hard attention mechanism can force the model to
only pay attention to the relevant information while discard
the others entirely to reduce information redundancy. The
hard attention weights can be only binary: 0 (discarded)
or 1 (retained). However, the hard attention is not differ-
entiable due to the argmax operation, which needs to be
optimized by reinforcement learning (RL) algorithms (e.g.,
deep Q-learning [41], policy gradient [60]). Recently, some
alternatives to the traditional hard attention have been pro-
posed based on the approximation of evidence lower bound
(ELBO) [38], which can be trained end-to-end.

The general idea of selecting the most important infor-
mation/elements with hard attention has been applied to
several different domains, such as computer vision and nat-
ural language processing. Wu et al [62] introduced a key
frame selection framework based on multi-agent reinforce-
ment learning for video based human activity recognition.
Wang et al [55] presented a framework for informative view
selection from multiple indoor cameras to recognize human
actions. Gao et al [14] proposed a hard and channel-wise at-
tention network for graph representation learning. Shen et
al [47] illustrated a reinforced self-attention network to fig-
ure out sparse dependencies between tokens in a sentence.

However, the efficacy of hard attention in motion fore-
casting tasks, to the best of our knowledge, still remains
largely unexplored so far. Besides, many existing works
including the aforementioned ones, pre-define a fixed num-
ber of elements to pay attention to, which may be unsat-
isfactory in the scenarios where the amount of key infor-
mation/elements is varying. For example, the motion of a
certain entity in an interacting system may be affected by
a varying number of entities at different time, thus a fixed
number of selected elements may be redundant or insuffi-
cient in different situations. To address this issue, we pro-
pose a reinforcement learning based hard attention mech-
anism for motion forecasting, which does not enforce any
constraints on the amount of key elements. It is even possi-
ble in some situations that no element or all the elements are
selected based on their significance. In the multi-agent set-
ting with a graph representation, learning hard attention can
also be treated and interpreted as graph structure/topology
learning [12,32]. Since the selected key information may be
still at different levels of importance, we propose to employ
soft attention as a ranking mechanism to further discrimi-
nate relative importance.

To the best of our knowledge, we are the first to propose
a hybrid attention based framework for motion forecasting,
which is illustrated in Figure 1. The main contributions of
this paper are summarized as:
• We propose a general motion forecasting framework

(named RAIN) with dynamic key information/element se-
lection and ranking via a hybrid attention mechanism.
•We propose an effective double-stage training pipeline

with an alternating training strategy to improve different
modules in the framework alternatively.
• We instantiate the general framework and propose a

novel graph-based model for multi-agent trajectory fore-
casting. We also demonstrate the general idea on human
skeleton motion forecasting, where a state-of-the-art model
[59] is employed as a part of our framework. We validate
the proposed framework on both domains and our method
achieves the state-of-the-art performance consistently.

2. Related Work

2.1. Trajectory/Motion Forecasting

Many research efforts have been devoted to motion fore-
casting in various domains. Here we particularly provide a
brief review of literature on physical systems, highly inter-
active traffic scenarios and skeleton based human motions,
which are closely related to this work.
• Physical systems: Learning the dynamics of physical
systems involving multiple interacting elements have been
studied in some recent works, either from simulated trajec-
tories [3, 19, 23, 30] or from generated videos [25, 52, 58],
where graph neural network is used to model interactions.
Some of them assume a known graph topology based on
prior knowledge, while the others infer the underlying struc-
ture explicitly or implicitly. Our approach falls into the sec-
ond category, where we propose a novel fashion of rela-
tional inference based on reinforcement learning.
• Traffic scenarios: A number of works attempt to fore-
cast future trajectories or behaviors of heterogeneous traffic
participants (e.g., pedestrians, vehicles, cyclists) [5, 8, 13,
20, 24, 28, 35–37, 44, 61]. In order to model the relations
or interactions between different entities, many information
aggregation techniques have been developed, including but
not limited to, feature concatenation [28], attention mecha-
nisms [20,24,29,54], social pooling [1,9], message passing
across graphs [7, 20, 30], etc. Moreover, recent works are
also putting more emphasis on environmental modeling to
leverage physical and semantic constraints such as road lay-
out and traffic rules in driving scenarios [15, 44, 50].
• Human motions: Recurrent neural networks are widely
utilized in human motion forecasting [11, 16, 22]. Recent
works also proposed to adopt feed-forward methods for ef-
fective encoding of long-term motion history [27, 39]. Be-
sides, attention mechanisms were also employed due to its
flexibility and efficacy. In [51], Tang et al adopted a frame-
wise attention mechanism to summarize the pose history. In
[59], Mao et al proposed a motion attention based method,
which achieved the previous state-of-the-art performance.
In this paper, we apply our hard attention module on top of
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x̂t+2
<latexit sha1_base64="u2vhcozvcEk+89j5Xcn91crkxfI=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSyCIJSkCLosunFZwT6gCWEynbRDJw9mbsQSs/BX3LhQxK2/4c6/cdJmoa0HBg7n3Ms9c/xEcAWW9W0sLa+srq1XNqqbW9s7u+befkfFqaSsTWMRy55PFBM8Ym3gIFgvkYyEvmBdf3xd+N17JhWPozuYJMwNyTDiAacEtOSZh86IQOaEBEZ+kD3kuZfBWSP3zJpVt6bAi8QuSQ2VaHnmlzOIaRqyCKggSvVtKwE3IxI4FSyvOqliCaFjMmR9TSMSMuVm0/w5PtHKAAex1C8CPFV/b2QkVGoS+nqyCKrmvUL8z+unEFy6GY+SFFhEZ4eCVGCIcVEGHnDJKIiJJoRKrrNiOiKSUNCVVXUJ9vyXF0mnUbc1vz2vNa/KOiroCB2jU2SjC9REN6iF2oiiR/SMXtGb8WS8GO/Gx2x0ySh3DtAfGJ8/qEyWfg==</latexit><latexit sha1_base64="u2vhcozvcEk+89j5Xcn91crkxfI=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSyCIJSkCLosunFZwT6gCWEynbRDJw9mbsQSs/BX3LhQxK2/4c6/cdJmoa0HBg7n3Ms9c/xEcAWW9W0sLa+srq1XNqqbW9s7u+befkfFqaSsTWMRy55PFBM8Ym3gIFgvkYyEvmBdf3xd+N17JhWPozuYJMwNyTDiAacEtOSZh86IQOaEBEZ+kD3kuZfBWSP3zJpVt6bAi8QuSQ2VaHnmlzOIaRqyCKggSvVtKwE3IxI4FSyvOqliCaFjMmR9TSMSMuVm0/w5PtHKAAex1C8CPFV/b2QkVGoS+nqyCKrmvUL8z+unEFy6GY+SFFhEZ4eCVGCIcVEGHnDJKIiJJoRKrrNiOiKSUNCVVXUJ9vyXF0mnUbc1vz2vNa/KOiroCB2jU2SjC9REN6iF2oiiR/SMXtGb8WS8GO/Gx2x0ySh3DtAfGJ8/qEyWfg==</latexit><latexit sha1_base64="u2vhcozvcEk+89j5Xcn91crkxfI=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSyCIJSkCLosunFZwT6gCWEynbRDJw9mbsQSs/BX3LhQxK2/4c6/cdJmoa0HBg7n3Ms9c/xEcAWW9W0sLa+srq1XNqqbW9s7u+befkfFqaSsTWMRy55PFBM8Ym3gIFgvkYyEvmBdf3xd+N17JhWPozuYJMwNyTDiAacEtOSZh86IQOaEBEZ+kD3kuZfBWSP3zJpVt6bAi8QuSQ2VaHnmlzOIaRqyCKggSvVtKwE3IxI4FSyvOqliCaFjMmR9TSMSMuVm0/w5PtHKAAex1C8CPFV/b2QkVGoS+nqyCKrmvUL8z+unEFy6GY+SFFhEZ4eCVGCIcVEGHnDJKIiJJoRKrrNiOiKSUNCVVXUJ9vyXF0mnUbc1vz2vNa/KOiroCB2jU2SjC9REN6iF2oiiR/SMXtGb8WS8GO/Gx2x0ySh3DtAfGJ8/qEyWfg==</latexit><latexit sha1_base64="u2vhcozvcEk+89j5Xcn91crkxfI=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSyCIJSkCLosunFZwT6gCWEynbRDJw9mbsQSs/BX3LhQxK2/4c6/cdJmoa0HBg7n3Ms9c/xEcAWW9W0sLa+srq1XNqqbW9s7u+befkfFqaSsTWMRy55PFBM8Ym3gIFgvkYyEvmBdf3xd+N17JhWPozuYJMwNyTDiAacEtOSZh86IQOaEBEZ+kD3kuZfBWSP3zJpVt6bAi8QuSQ2VaHnmlzOIaRqyCKggSvVtKwE3IxI4FSyvOqliCaFjMmR9TSMSMuVm0/w5PtHKAAex1C8CPFV/b2QkVGoS+nqyCKrmvUL8z+unEFy6GY+SFFhEZ4eCVGCIcVEGHnDJKIiJJoRKrrNiOiKSUNCVVXUJ9vyXF0mnUbc1vz2vNa/KOiroCB2jU2SjC9REN6iF2oiiR/SMXtGb8WS8GO/Gx2x0ySh3DtAfGJ8/qEyWfg==</latexit>

xt�Th+1:t
<latexit sha1_base64="3Fpc86V99oGh8TBTfucFF80u6rU=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARBLEkIiiuim5cVugL2hAm00k7dPJg5kYsMQt/xY0LRdz6G+78GydtFlo9MHA4517umePFgiuwrC+jtLC4tLxSXq2srW9sbpnbO20VJZKyFo1EJLseUUzwkLWAg2DdWDISeIJ1vPF17nfumFQ8CpswiZkTkGHIfU4JaMk19/oBgZHnp/eZm8JJ0x0d25eQuWbVqllT4L/ELkgVFWi45md/ENEkYCFQQZTq2VYMTkokcCpYVuknisWEjsmQ9TQNScCUk07zZ/hQKwPsR1K/EPBU/bmRkkCpSeDpyTytmvdy8T+vl4B/4aQ8jBNgIZ0d8hOBIcJ5GXjAJaMgJpoQKrnOiumISEJBV1bRJdjzX/5L2qc1W/Pbs2r9qqijjPbRATpCNjpHdXSDGqiFKHpAT+gFvRqPxrPxZrzPRktGsbOLfsH4+Aa4TJXi</latexit><latexit sha1_base64="3Fpc86V99oGh8TBTfucFF80u6rU=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARBLEkIiiuim5cVugL2hAm00k7dPJg5kYsMQt/xY0LRdz6G+78GydtFlo9MHA4517umePFgiuwrC+jtLC4tLxSXq2srW9sbpnbO20VJZKyFo1EJLseUUzwkLWAg2DdWDISeIJ1vPF17nfumFQ8CpswiZkTkGHIfU4JaMk19/oBgZHnp/eZm8JJ0x0d25eQuWbVqllT4L/ELkgVFWi45md/ENEkYCFQQZTq2VYMTkokcCpYVuknisWEjsmQ9TQNScCUk07zZ/hQKwPsR1K/EPBU/bmRkkCpSeDpyTytmvdy8T+vl4B/4aQ8jBNgIZ0d8hOBIcJ5GXjAJaMgJpoQKrnOiumISEJBV1bRJdjzX/5L2qc1W/Pbs2r9qqijjPbRATpCNjpHdXSDGqiFKHpAT+gFvRqPxrPxZrzPRktGsbOLfsH4+Aa4TJXi</latexit><latexit sha1_base64="3Fpc86V99oGh8TBTfucFF80u6rU=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARBLEkIiiuim5cVugL2hAm00k7dPJg5kYsMQt/xY0LRdz6G+78GydtFlo9MHA4517umePFgiuwrC+jtLC4tLxSXq2srW9sbpnbO20VJZKyFo1EJLseUUzwkLWAg2DdWDISeIJ1vPF17nfumFQ8CpswiZkTkGHIfU4JaMk19/oBgZHnp/eZm8JJ0x0d25eQuWbVqllT4L/ELkgVFWi45md/ENEkYCFQQZTq2VYMTkokcCpYVuknisWEjsmQ9TQNScCUk07zZ/hQKwPsR1K/EPBU/bmRkkCpSeDpyTytmvdy8T+vl4B/4aQ8jBNgIZ0d8hOBIcJ5GXjAJaMgJpoQKrnOiumISEJBV1bRJdjzX/5L2qc1W/Pbs2r9qqijjPbRATpCNjpHdXSDGqiFKHpAT+gFvRqPxrPxZrzPRktGsbOLfsH4+Aa4TJXi</latexit><latexit sha1_base64="3Fpc86V99oGh8TBTfucFF80u6rU=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARBLEkIiiuim5cVugL2hAm00k7dPJg5kYsMQt/xY0LRdz6G+78GydtFlo9MHA4517umePFgiuwrC+jtLC4tLxSXq2srW9sbpnbO20VJZKyFo1EJLseUUzwkLWAg2DdWDISeIJ1vPF17nfumFQ8CpswiZkTkGHIfU4JaMk19/oBgZHnp/eZm8JJ0x0d25eQuWbVqllT4L/ELkgVFWi45md/ENEkYCFQQZTq2VYMTkokcCpYVuknisWEjsmQ9TQNScCUk07zZ/hQKwPsR1K/EPBU/bmRkkCpSeDpyTytmvdy8T+vl4B/4aQ8jBNgIZ0d8hOBIcJ5GXjAJaMgJpoQKrnOiumISEJBV1bRJdjzX/5L2qc1W/Pbs2r9qqijjPbRATpCNjpHdXSDGqiFKHpAT+gFvRqPxrPxZrzPRktGsbOLfsH4+Aa4TJXi</latexit>

x̂t�Th+3
<latexit sha1_base64="v9Z1cmFstntSfBaFWGKnsk4+EOA=">AAACA3icbZDLSsNAFIYn9VbrLepON8EiCGJJVNBl0Y3LCr1BE8JkOmmGTi7MnIglBNz4Km5cKOLWl3Dn2zhps9DqDwMf/zmHOef3Es4kmOaXVllYXFpeqa7W1tY3Nrf07Z2ujFNBaIfEPBZ9D0vKWUQ7wIDTfiIoDj1Oe974uqj37qiQLI7aMEmoE+JRxHxGMCjL1ffsAENmhxgCz8/u89zN4KTtBsdnuavXzYY5lfEXrBLqqFTL1T/tYUzSkEZAOJZyYJkJOBkWwAinec1OJU0wGeMRHSiMcEilk01vyI1D5QwNPxbqRWBM3Z8TGQ6lnISe6iyWlfO1wvyvNkjBv3QyFiUp0IjMPvJTbkBsFIEYQyYoAT5RgIlgaleDBFhgAiq2mgrBmj/5L3RPG5bi2/N686qMo4r20QE6Qha6QE10g1qogwh6QE/oBb1qj9qz9qa9z1orWjmzi35J+/gGVbiX7w==</latexit><latexit sha1_base64="v9Z1cmFstntSfBaFWGKnsk4+EOA=">AAACA3icbZDLSsNAFIYn9VbrLepON8EiCGJJVNBl0Y3LCr1BE8JkOmmGTi7MnIglBNz4Km5cKOLWl3Dn2zhps9DqDwMf/zmHOef3Es4kmOaXVllYXFpeqa7W1tY3Nrf07Z2ujFNBaIfEPBZ9D0vKWUQ7wIDTfiIoDj1Oe974uqj37qiQLI7aMEmoE+JRxHxGMCjL1ffsAENmhxgCz8/u89zN4KTtBsdnuavXzYY5lfEXrBLqqFTL1T/tYUzSkEZAOJZyYJkJOBkWwAinec1OJU0wGeMRHSiMcEilk01vyI1D5QwNPxbqRWBM3Z8TGQ6lnISe6iyWlfO1wvyvNkjBv3QyFiUp0IjMPvJTbkBsFIEYQyYoAT5RgIlgaleDBFhgAiq2mgrBmj/5L3RPG5bi2/N686qMo4r20QE6Qha6QE10g1qogwh6QE/oBb1qj9qz9qa9z1orWjmzi35J+/gGVbiX7w==</latexit><latexit sha1_base64="v9Z1cmFstntSfBaFWGKnsk4+EOA=">AAACA3icbZDLSsNAFIYn9VbrLepON8EiCGJJVNBl0Y3LCr1BE8JkOmmGTi7MnIglBNz4Km5cKOLWl3Dn2zhps9DqDwMf/zmHOef3Es4kmOaXVllYXFpeqa7W1tY3Nrf07Z2ujFNBaIfEPBZ9D0vKWUQ7wIDTfiIoDj1Oe974uqj37qiQLI7aMEmoE+JRxHxGMCjL1ffsAENmhxgCz8/u89zN4KTtBsdnuavXzYY5lfEXrBLqqFTL1T/tYUzSkEZAOJZyYJkJOBkWwAinec1OJU0wGeMRHSiMcEilk01vyI1D5QwNPxbqRWBM3Z8TGQ6lnISe6iyWlfO1wvyvNkjBv3QyFiUp0IjMPvJTbkBsFIEYQyYoAT5RgIlgaleDBFhgAiq2mgrBmj/5L3RPG5bi2/N686qMo4r20QE6Qha6QE10g1qogwh6QE/oBb1qj9qz9qa9z1orWjmzi35J+/gGVbiX7w==</latexit><latexit sha1_base64="v9Z1cmFstntSfBaFWGKnsk4+EOA=">AAACA3icbZDLSsNAFIYn9VbrLepON8EiCGJJVNBl0Y3LCr1BE8JkOmmGTi7MnIglBNz4Km5cKOLWl3Dn2zhps9DqDwMf/zmHOef3Es4kmOaXVllYXFpeqa7W1tY3Nrf07Z2ujFNBaIfEPBZ9D0vKWUQ7wIDTfiIoDj1Oe974uqj37qiQLI7aMEmoE+JRxHxGMCjL1ffsAENmhxgCz8/u89zN4KTtBsdnuavXzYY5lfEXrBLqqFTL1T/tYUzSkEZAOJZyYJkJOBkWwAinec1OJU0wGeMRHSiMcEilk01vyI1D5QwNPxbqRWBM3Z8TGQ6lnISe6iyWlfO1wvyvNkjBv3QyFiUp0IjMPvJTbkBsFIEYQyYoAT5RgIlgaleDBFhgAiq2mgrBmj/5L3RPG5bi2/N686qMo4r20QE6Qha6QE10g1qogwh6QE/oBb1qj9qz9qa9z1orWjmzi35J+/gGVbiX7w==</latexit>

x̂t�Th+2
<latexit sha1_base64="lLIPnqnkDPs5ax3NYMvIQFPi9hs=">AAACA3icbZDLSsNAFIYn9VbrLepON8EiCGJJiqDLohuXFXqDJoTJdNIMnVyYORFLCLjxVdy4UMStL+HOt3HSZqHVHwY+/nMOc87vJZxJMM0vrbK0vLK6Vl2vbWxube/ou3s9GaeC0C6JeSwGHpaUs4h2gQGng0RQHHqc9r3JdVHv31EhWRx1YJpQJ8TjiPmMYFCWqx/YAYbMDjEEnp/d57mbwVnHDU6buavXzYY5k/EXrBLqqFTb1T/tUUzSkEZAOJZyaJkJOBkWwAinec1OJU0wmeAxHSqMcEilk81uyI1j5YwMPxbqRWDM3J8TGQ6lnIae6iyWlYu1wvyvNkzBv3QyFiUp0IjMP/JTbkBsFIEYIyYoAT5VgIlgaleDBFhgAiq2mgrBWjz5L/SaDUvx7Xm9dVXGUUWH6AidIAtdoBa6QW3URQQ9oCf0gl61R+1Ze9Pe560VrZzZR7+kfXwDVDOX7g==</latexit><latexit sha1_base64="lLIPnqnkDPs5ax3NYMvIQFPi9hs=">AAACA3icbZDLSsNAFIYn9VbrLepON8EiCGJJiqDLohuXFXqDJoTJdNIMnVyYORFLCLjxVdy4UMStL+HOt3HSZqHVHwY+/nMOc87vJZxJMM0vrbK0vLK6Vl2vbWxube/ou3s9GaeC0C6JeSwGHpaUs4h2gQGng0RQHHqc9r3JdVHv31EhWRx1YJpQJ8TjiPmMYFCWqx/YAYbMDjEEnp/d57mbwVnHDU6buavXzYY5k/EXrBLqqFTb1T/tUUzSkEZAOJZyaJkJOBkWwAinec1OJU0wmeAxHSqMcEilk81uyI1j5YwMPxbqRWDM3J8TGQ6lnIae6iyWlYu1wvyvNkzBv3QyFiUp0IjMP/JTbkBsFIEYIyYoAT5VgIlgaleDBFhgAiq2mgrBWjz5L/SaDUvx7Xm9dVXGUUWH6AidIAtdoBa6QW3URQQ9oCf0gl61R+1Ze9Pe560VrZzZR7+kfXwDVDOX7g==</latexit><latexit sha1_base64="lLIPnqnkDPs5ax3NYMvIQFPi9hs=">AAACA3icbZDLSsNAFIYn9VbrLepON8EiCGJJiqDLohuXFXqDJoTJdNIMnVyYORFLCLjxVdy4UMStL+HOt3HSZqHVHwY+/nMOc87vJZxJMM0vrbK0vLK6Vl2vbWxube/ou3s9GaeC0C6JeSwGHpaUs4h2gQGng0RQHHqc9r3JdVHv31EhWRx1YJpQJ8TjiPmMYFCWqx/YAYbMDjEEnp/d57mbwVnHDU6buavXzYY5k/EXrBLqqFTb1T/tUUzSkEZAOJZyaJkJOBkWwAinec1OJU0wmeAxHSqMcEilk81uyI1j5YwMPxbqRWDM3J8TGQ6lnIae6iyWlYu1wvyvNkzBv3QyFiUp0IjMP/JTbkBsFIEYIyYoAT5VgIlgaleDBFhgAiq2mgrBWjz5L/SaDUvx7Xm9dVXGUUWH6AidIAtdoBa6QW3URQQ9oCf0gl61R+1Ze9Pe560VrZzZR7+kfXwDVDOX7g==</latexit><latexit sha1_base64="lLIPnqnkDPs5ax3NYMvIQFPi9hs=">AAACA3icbZDLSsNAFIYn9VbrLepON8EiCGJJiqDLohuXFXqDJoTJdNIMnVyYORFLCLjxVdy4UMStL+HOt3HSZqHVHwY+/nMOc87vJZxJMM0vrbK0vLK6Vl2vbWxube/ou3s9GaeC0C6JeSwGHpaUs4h2gQGng0RQHHqc9r3JdVHv31EhWRx1YJpQJ8TjiPmMYFCWqx/YAYbMDjEEnp/d57mbwVnHDU6buavXzYY5k/EXrBLqqFTb1T/tUUzSkEZAOJZyaJkJOBkWwAinec1OJU0wmeAxHSqMcEilk81uyI1j5YwMPxbqRWDM3J8TGQ6lnIae6iyWlYu1wvyvNkzBv3QyFiUp0IjMP/JTbkBsFIEYIyYoAT5VgIlgaleDBFhgAiq2mgrBWjz5L/SaDUvx7Xm9dVXGUUWH6AidIAtdoBa6QW3URQQ9oCf0gl61R+1Ze9Pe560VrZzZR7+kfXwDVDOX7g==</latexit>

FC Graph Inferred Graph

RL Based Hard Attention (RL-HA) Soft Graph Attention Based Motion Generator (SGA-MG)

G
<latexit sha1_base64="r5SQBr3a9pgt6fp87npaCKTb2+w=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdFl0ocsK9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeMBHcoOd9O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1kKNg3UQzEoeCdcLJbe53npg2XMlHnCYsiMlI8ohTglbq9WOCY0pEdjcbVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWCzSj81LCF0QkasZ6kkMTNBNo88c8+sMnQjpe2T6M7V3xsZiY2ZxqGdzCOaZS8X//N6KUbXQcZlkiKTdPFRlAoXlZvf7w65ZhTF1BJCNbdZXTommlC0LVVsCf7yyaukfVH3LX+4rDVuijrKcAKncA4+XEED7qEJLaCg4Ble4c1B58V5dz4WoyWn2DmGP3A+fwB5bpFd</latexit><latexit sha1_base64="r5SQBr3a9pgt6fp87npaCKTb2+w=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdFl0ocsK9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeMBHcoOd9O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1kKNg3UQzEoeCdcLJbe53npg2XMlHnCYsiMlI8ohTglbq9WOCY0pEdjcbVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWCzSj81LCF0QkasZ6kkMTNBNo88c8+sMnQjpe2T6M7V3xsZiY2ZxqGdzCOaZS8X//N6KUbXQcZlkiKTdPFRlAoXlZvf7w65ZhTF1BJCNbdZXTommlC0LVVsCf7yyaukfVH3LX+4rDVuijrKcAKncA4+XEED7qEJLaCg4Ble4c1B58V5dz4WoyWn2DmGP3A+fwB5bpFd</latexit><latexit sha1_base64="r5SQBr3a9pgt6fp87npaCKTb2+w=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdFl0ocsK9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeMBHcoOd9O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1kKNg3UQzEoeCdcLJbe53npg2XMlHnCYsiMlI8ohTglbq9WOCY0pEdjcbVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWCzSj81LCF0QkasZ6kkMTNBNo88c8+sMnQjpe2T6M7V3xsZiY2ZxqGdzCOaZS8X//N6KUbXQcZlkiKTdPFRlAoXlZvf7w65ZhTF1BJCNbdZXTommlC0LVVsCf7yyaukfVH3LX+4rDVuijrKcAKncA4+XEED7qEJLaCg4Ble4c1B58V5dz4WoyWn2DmGP3A+fwB5bpFd</latexit><latexit sha1_base64="r5SQBr3a9pgt6fp87npaCKTb2+w=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdFl0ocsK9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeMBHcoOd9O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1kKNg3UQzEoeCdcLJbe53npg2XMlHnCYsiMlI8ohTglbq9WOCY0pEdjcbVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWCzSj81LCF0QkasZ6kkMTNBNo88c8+sMnQjpe2T6M7V3xsZiY2ZxqGdzCOaZS8X//N6KUbXQcZlkiKTdPFRlAoXlZvf7w65ZhTF1BJCNbdZXTommlC0LVVsCf7yyaukfVH3LX+4rDVuijrKcAKncA4+XEED7qEJLaCg4Ble4c1B58V5dz4WoyWn2DmGP3A+fwB5bpFd</latexit>

G0
<latexit sha1_base64="u6Jk3V78CFt/EXZQd6sHqfc2W24=">AAAB83icbVBNS8NAFHypX7V+VT16WSyip5KIoMeiBz1WsLbQlLLZbtqlm03YfRFK6N/w4kERr/4Zb/4bN20O2jqwMMy8x5udIJHCoOt+O6WV1bX1jfJmZWt7Z3evun/waOJUM95isYx1J6CGS6F4CwVK3kk0p1EgeTsY3+R++4lrI2L1gJOE9yI6VCIUjKKVfD+iOGJUZrfT03615tbdGcgy8QpSgwLNfvXLH8QsjbhCJqkxXc9NsJdRjYJJPq34qeEJZWM65F1LFY246WWzzFNyYpUBCWNtn0IyU39vZDQyZhIFdjLPaBa9XPzP66YYXvUyoZIUuWLzQ2EqCcYkL4AMhOYM5cQSyrSwWQkbUU0Z2poqtgRv8cvL5PG87ll+f1FrXBd1lOEIjuEMPLiEBtxBE1rAIIFneIU3J3VenHfnYz5acoqdQ/gD5/MH3feRjg==</latexit><latexit sha1_base64="u6Jk3V78CFt/EXZQd6sHqfc2W24=">AAAB83icbVBNS8NAFHypX7V+VT16WSyip5KIoMeiBz1WsLbQlLLZbtqlm03YfRFK6N/w4kERr/4Zb/4bN20O2jqwMMy8x5udIJHCoOt+O6WV1bX1jfJmZWt7Z3evun/waOJUM95isYx1J6CGS6F4CwVK3kk0p1EgeTsY3+R++4lrI2L1gJOE9yI6VCIUjKKVfD+iOGJUZrfT03615tbdGcgy8QpSgwLNfvXLH8QsjbhCJqkxXc9NsJdRjYJJPq34qeEJZWM65F1LFY246WWzzFNyYpUBCWNtn0IyU39vZDQyZhIFdjLPaBa9XPzP66YYXvUyoZIUuWLzQ2EqCcYkL4AMhOYM5cQSyrSwWQkbUU0Z2poqtgRv8cvL5PG87ll+f1FrXBd1lOEIjuEMPLiEBtxBE1rAIIFneIU3J3VenHfnYz5acoqdQ/gD5/MH3feRjg==</latexit><latexit sha1_base64="u6Jk3V78CFt/EXZQd6sHqfc2W24=">AAAB83icbVBNS8NAFHypX7V+VT16WSyip5KIoMeiBz1WsLbQlLLZbtqlm03YfRFK6N/w4kERr/4Zb/4bN20O2jqwMMy8x5udIJHCoOt+O6WV1bX1jfJmZWt7Z3evun/waOJUM95isYx1J6CGS6F4CwVK3kk0p1EgeTsY3+R++4lrI2L1gJOE9yI6VCIUjKKVfD+iOGJUZrfT03615tbdGcgy8QpSgwLNfvXLH8QsjbhCJqkxXc9NsJdRjYJJPq34qeEJZWM65F1LFY246WWzzFNyYpUBCWNtn0IyU39vZDQyZhIFdjLPaBa9XPzP66YYXvUyoZIUuWLzQ2EqCcYkL4AMhOYM5cQSyrSwWQkbUU0Z2poqtgRv8cvL5PG87ll+f1FrXBd1lOEIjuEMPLiEBtxBE1rAIIFneIU3J3VenHfnYz5acoqdQ/gD5/MH3feRjg==</latexit><latexit sha1_base64="u6Jk3V78CFt/EXZQd6sHqfc2W24=">AAAB83icbVBNS8NAFHypX7V+VT16WSyip5KIoMeiBz1WsLbQlLLZbtqlm03YfRFK6N/w4kERr/4Zb/4bN20O2jqwMMy8x5udIJHCoOt+O6WV1bX1jfJmZWt7Z3evun/waOJUM95isYx1J6CGS6F4CwVK3kk0p1EgeTsY3+R++4lrI2L1gJOE9yI6VCIUjKKVfD+iOGJUZrfT03615tbdGcgy8QpSgwLNfvXLH8QsjbhCJqkxXc9NsJdRjYJJPq34qeEJZWM65F1LFY246WWzzFNyYpUBCWNtn0IyU39vZDQyZhIFdjLPaBa9XPzP66YYXvUyoZIUuWLzQ2EqCcYkL4AMhOYM5cQSyrSwWQkbUU0Z2poqtgRv8cvL5PG87ll+f1FrXBd1lOEIjuEMPLiEBtxBE1rAIIFneIU3J3VenHfnYz5acoqdQ/gD5/MH3feRjg==</latexit>

x̂t+1
<latexit sha1_base64="mZXL52BEfBAZ7I+7jU/2nomNo+w=">AAAB/3icbVDLSsNAFJ3UV62vqODGTbAIglASEXRZdOOygn1AE8JkOmmHTiZh5kYsMQt/xY0LRdz6G+78GydtFtp6YOBwzr3cMydIOFNg299GZWl5ZXWtul7b2Nza3jF39zoqTiWhbRLzWPYCrChngraBAae9RFIcBZx2g/F14XfvqVQsFncwSagX4aFgISMYtOSbB+4IQ+ZGGEZBmD3kuZ/BqZP7Zt1u2FNYi8QpSR2VaPnmlzuISRpRAYRjpfqOnYCXYQmMcJrX3FTRBJMxHtK+pgJHVHnZNH9uHWtlYIWx1E+ANVV/b2Q4UmoSBXqyCKrmvUL8z+unEF56GRNJClSQ2aEw5RbEVlGGNWCSEuATTTCRTGe1yAhLTEBXVtMlOPNfXiSds4aj+e15vXlV1lFFh+gInSAHXaAmukEt1EYEPaJn9IrejCfjxXg3PmajFaPc2Ud/YHz+AKbHln0=</latexit><latexit sha1_base64="mZXL52BEfBAZ7I+7jU/2nomNo+w=">AAAB/3icbVDLSsNAFJ3UV62vqODGTbAIglASEXRZdOOygn1AE8JkOmmHTiZh5kYsMQt/xY0LRdz6G+78GydtFtp6YOBwzr3cMydIOFNg299GZWl5ZXWtul7b2Nza3jF39zoqTiWhbRLzWPYCrChngraBAae9RFIcBZx2g/F14XfvqVQsFncwSagX4aFgISMYtOSbB+4IQ+ZGGEZBmD3kuZ/BqZP7Zt1u2FNYi8QpSR2VaPnmlzuISRpRAYRjpfqOnYCXYQmMcJrX3FTRBJMxHtK+pgJHVHnZNH9uHWtlYIWx1E+ANVV/b2Q4UmoSBXqyCKrmvUL8z+unEF56GRNJClSQ2aEw5RbEVlGGNWCSEuATTTCRTGe1yAhLTEBXVtMlOPNfXiSds4aj+e15vXlV1lFFh+gInSAHXaAmukEt1EYEPaJn9IrejCfjxXg3PmajFaPc2Ud/YHz+AKbHln0=</latexit><latexit sha1_base64="mZXL52BEfBAZ7I+7jU/2nomNo+w=">AAAB/3icbVDLSsNAFJ3UV62vqODGTbAIglASEXRZdOOygn1AE8JkOmmHTiZh5kYsMQt/xY0LRdz6G+78GydtFtp6YOBwzr3cMydIOFNg299GZWl5ZXWtul7b2Nza3jF39zoqTiWhbRLzWPYCrChngraBAae9RFIcBZx2g/F14XfvqVQsFncwSagX4aFgISMYtOSbB+4IQ+ZGGEZBmD3kuZ/BqZP7Zt1u2FNYi8QpSR2VaPnmlzuISRpRAYRjpfqOnYCXYQmMcJrX3FTRBJMxHtK+pgJHVHnZNH9uHWtlYIWx1E+ANVV/b2Q4UmoSBXqyCKrmvUL8z+unEF56GRNJClSQ2aEw5RbEVlGGNWCSEuATTTCRTGe1yAhLTEBXVtMlOPNfXiSds4aj+e15vXlV1lFFh+gInSAHXaAmukEt1EYEPaJn9IrejCfjxXg3PmajFaPc2Ud/YHz+AKbHln0=</latexit><latexit sha1_base64="mZXL52BEfBAZ7I+7jU/2nomNo+w=">AAAB/3icbVDLSsNAFJ3UV62vqODGTbAIglASEXRZdOOygn1AE8JkOmmHTiZh5kYsMQt/xY0LRdz6G+78GydtFtp6YOBwzr3cMydIOFNg299GZWl5ZXWtul7b2Nza3jF39zoqTiWhbRLzWPYCrChngraBAae9RFIcBZx2g/F14XfvqVQsFncwSagX4aFgISMYtOSbB+4IQ+ZGGEZBmD3kuZ/BqZP7Zt1u2FNYi8QpSR2VaPnmlzuISRpRAYRjpfqOnYCXYQmMcJrX3FTRBJMxHtK+pgJHVHnZNH9uHWtlYIWx1E+ANVV/b2Q4UmoSBXqyCKrmvUL8z+unEF56GRNJClSQ2aEw5RbEVlGGNWCSEuATTTCRTGe1yAhLTEBXVtMlOPNfXiSds4aj+e15vXlV1lFFh+gInSAHXaAmukEt1EYEPaJn9IrejCfjxXg3PmajFaPc2Ud/YHz+AKbHln0=</latexit>

xt�Th+2
<latexit sha1_base64="Ntps0K85kx9wZOZAZQLOuytcVIA=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCIJakCLosunFZoS9oQ5hMJ+3QyYOZG7GG4K+4caGIW//DnX/jpM1CqwcGDufcyz1zvFhwBZb1ZZSWlldW18rrlY3Nre0dc3evo6JEUtamkYhkzyOKCR6yNnAQrBdLRgJPsK43uc797h2TikdhC6YxcwIyCrnPKQEtuebBICAw9vz0PnNTOGu549N65ppVq2bNgP8SuyBVVKDpmp+DYUSTgIVABVGqb1sxOCmRwKlgWWWQKBYTOiEj1tc0JAFTTjpLn+FjrQyxH0n9QsAz9edGSgKlpoGnJ/OsatHLxf+8fgL+pZPyME6AhXR+yE8EhgjnVeAhl4yCmGpCqOQ6K6ZjIgkFXVhFl2Avfvkv6dRrtua359XGVVFHGR2iI3SCbHSBGugGNVEbUfSAntALejUejWfjzXifj5aMYmcf/YLx8Q1YbpUh</latexit><latexit sha1_base64="Ntps0K85kx9wZOZAZQLOuytcVIA=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCIJakCLosunFZoS9oQ5hMJ+3QyYOZG7GG4K+4caGIW//DnX/jpM1CqwcGDufcyz1zvFhwBZb1ZZSWlldW18rrlY3Nre0dc3evo6JEUtamkYhkzyOKCR6yNnAQrBdLRgJPsK43uc797h2TikdhC6YxcwIyCrnPKQEtuebBICAw9vz0PnNTOGu549N65ppVq2bNgP8SuyBVVKDpmp+DYUSTgIVABVGqb1sxOCmRwKlgWWWQKBYTOiEj1tc0JAFTTjpLn+FjrQyxH0n9QsAz9edGSgKlpoGnJ/OsatHLxf+8fgL+pZPyME6AhXR+yE8EhgjnVeAhl4yCmGpCqOQ6K6ZjIgkFXVhFl2Avfvkv6dRrtua359XGVVFHGR2iI3SCbHSBGugGNVEbUfSAntALejUejWfjzXifj5aMYmcf/YLx8Q1YbpUh</latexit><latexit sha1_base64="Ntps0K85kx9wZOZAZQLOuytcVIA=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCIJakCLosunFZoS9oQ5hMJ+3QyYOZG7GG4K+4caGIW//DnX/jpM1CqwcGDufcyz1zvFhwBZb1ZZSWlldW18rrlY3Nre0dc3evo6JEUtamkYhkzyOKCR6yNnAQrBdLRgJPsK43uc797h2TikdhC6YxcwIyCrnPKQEtuebBICAw9vz0PnNTOGu549N65ppVq2bNgP8SuyBVVKDpmp+DYUSTgIVABVGqb1sxOCmRwKlgWWWQKBYTOiEj1tc0JAFTTjpLn+FjrQyxH0n9QsAz9edGSgKlpoGnJ/OsatHLxf+8fgL+pZPyME6AhXR+yE8EhgjnVeAhl4yCmGpCqOQ6K6ZjIgkFXVhFl2Avfvkv6dRrtua359XGVVFHGR2iI3SCbHSBGugGNVEbUfSAntALejUejWfjzXifj5aMYmcf/YLx8Q1YbpUh</latexit><latexit sha1_base64="Ntps0K85kx9wZOZAZQLOuytcVIA=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCIJakCLosunFZoS9oQ5hMJ+3QyYOZG7GG4K+4caGIW//DnX/jpM1CqwcGDufcyz1zvFhwBZb1ZZSWlldW18rrlY3Nre0dc3evo6JEUtamkYhkzyOKCR6yNnAQrBdLRgJPsK43uc797h2TikdhC6YxcwIyCrnPKQEtuebBICAw9vz0PnNTOGu549N65ppVq2bNgP8SuyBVVKDpmp+DYUSTgIVABVGqb1sxOCmRwKlgWWWQKBYTOiEj1tc0JAFTTjpLn+FjrQyxH0n9QsAz9edGSgKlpoGnJ/OsatHLxf+8fgL+pZPyME6AhXR+yE8EhgjnVeAhl4yCmGpCqOQ6K6ZjIgkFXVhFl2Avfvkv6dRrtua359XGVVFHGR2iI3SCbHSBGugGNVEbUfSAntALejUejWfjzXifj5aMYmcf/YLx8Q1YbpUh</latexit>

xt�Th+3
<latexit sha1_base64="KgkHN6OcXj9XTZS6+pRPtWlLn+M=">AAAB/3icbVDLSsNAFL2pr1pfUcGNm8EiCGJJVNBl0Y3LCn1BG8JkOmmHTh7MTMQSs/BX3LhQxK2/4c6/cdJmodUDA4dz7uWeOV7MmVSW9WWUFhaXllfKq5W19Y3NLXN7py2jRBDaIhGPRNfDknIW0pZiitNuLCgOPE473vg69zt3VEgWhU01iakT4GHIfEaw0pJr7qX9AKuR56f3Weam6qTpjo7PMtesWjVrCvSX2AWpQoGGa372BxFJAhoqwrGUPduKlZNioRjhNKv0E0ljTMZ4SHuahjig0kmn+TN0qJUB8iOhX6jQVP25keJAykng6ck8rJz3cvE/r5co/9JJWRgnioZkdshPOFIRystAAyYoUXyiCSaC6ayIjLDAROnKKroEe/7Lf0n7tGZrfnterV8VdZRhHw7gCGy4gDrcQANaQOABnuAFXo1H49l4M95noyWj2NmFXzA+vgEvfJYu</latexit><latexit sha1_base64="KgkHN6OcXj9XTZS6+pRPtWlLn+M=">AAAB/3icbVDLSsNAFL2pr1pfUcGNm8EiCGJJVNBl0Y3LCn1BG8JkOmmHTh7MTMQSs/BX3LhQxK2/4c6/cdJmodUDA4dz7uWeOV7MmVSW9WWUFhaXllfKq5W19Y3NLXN7py2jRBDaIhGPRNfDknIW0pZiitNuLCgOPE473vg69zt3VEgWhU01iakT4GHIfEaw0pJr7qX9AKuR56f3Weam6qTpjo7PMtesWjVrCvSX2AWpQoGGa372BxFJAhoqwrGUPduKlZNioRjhNKv0E0ljTMZ4SHuahjig0kmn+TN0qJUB8iOhX6jQVP25keJAykng6ck8rJz3cvE/r5co/9JJWRgnioZkdshPOFIRystAAyYoUXyiCSaC6ayIjLDAROnKKroEe/7Lf0n7tGZrfnterV8VdZRhHw7gCGy4gDrcQANaQOABnuAFXo1H49l4M95noyWj2NmFXzA+vgEvfJYu</latexit><latexit sha1_base64="KgkHN6OcXj9XTZS6+pRPtWlLn+M=">AAAB/3icbVDLSsNAFL2pr1pfUcGNm8EiCGJJVNBl0Y3LCn1BG8JkOmmHTh7MTMQSs/BX3LhQxK2/4c6/cdJmodUDA4dz7uWeOV7MmVSW9WWUFhaXllfKq5W19Y3NLXN7py2jRBDaIhGPRNfDknIW0pZiitNuLCgOPE473vg69zt3VEgWhU01iakT4GHIfEaw0pJr7qX9AKuR56f3Weam6qTpjo7PMtesWjVrCvSX2AWpQoGGa372BxFJAhoqwrGUPduKlZNioRjhNKv0E0ljTMZ4SHuahjig0kmn+TN0qJUB8iOhX6jQVP25keJAykng6ck8rJz3cvE/r5co/9JJWRgnioZkdshPOFIRystAAyYoUXyiCSaC6ayIjLDAROnKKroEe/7Lf0n7tGZrfnterV8VdZRhHw7gCGy4gDrcQANaQOABnuAFXo1H49l4M95noyWj2NmFXzA+vgEvfJYu</latexit><latexit sha1_base64="KgkHN6OcXj9XTZS6+pRPtWlLn+M=">AAAB/3icbVDLSsNAFL2pr1pfUcGNm8EiCGJJVNBl0Y3LCn1BG8JkOmmHTh7MTMQSs/BX3LhQxK2/4c6/cdJmodUDA4dz7uWeOV7MmVSW9WWUFhaXllfKq5W19Y3NLXN7py2jRBDaIhGPRNfDknIW0pZiitNuLCgOPE473vg69zt3VEgWhU01iakT4GHIfEaw0pJr7qX9AKuR56f3Weam6qTpjo7PMtesWjVrCvSX2AWpQoGGa372BxFJAhoqwrGUPduKlZNioRjhNKv0E0ljTMZ4SHuahjig0kmn+TN0qJUB8iOhX6jQVP25keJAykng6ck8rJz3cvE/r5co/9JJWRgnioZkdshPOFIRystAAyYoUXyiCSaC6ayIjLDAROnKKroEe/7Lf0n7tGZrfnterV8VdZRhHw7gCGy4gDrcQANaQOABnuAFXo1H49l4M95noyWj2NmFXzA+vgEvfJYu</latexit>

xt+1
<latexit sha1_base64="AG1PuGuaFEX+zNiFAQ7jfyZNUiQ=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0UQhJKIoMuiG5cV7APaECbTSTt0MgkzN8US8iduXCji1j9x5984abPQ1gMDh3Pu5Z45QSK4Bsf5tipr6xubW9Xt2s7u3v6BfXjU0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtM7gq/O2VK81g+wixhXkRGkoecEjCSb9uDiMA4CLOn3M/gws19u+40nDnwKnFLUkclWr79NRjGNI2YBCqI1n3XScDLiAJOBctrg1SzhNAJGbG+oZJETHvZPHmOz4wyxGGszJOA5+rvjYxEWs+iwEwWOfWyV4j/ef0Uwhsv4zJJgUm6OBSmAkOMixrwkCtGQcwMIVRxkxXTMVGEgimrZkpwl7+8SjqXDdfwh6t687aso4pO0Ck6Ry66Rk10j1qojSiaomf0it6szHqx3q2PxWjFKneO0R9Ynz+1dpOw</latexit><latexit sha1_base64="AG1PuGuaFEX+zNiFAQ7jfyZNUiQ=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0UQhJKIoMuiG5cV7APaECbTSTt0MgkzN8US8iduXCji1j9x5984abPQ1gMDh3Pu5Z45QSK4Bsf5tipr6xubW9Xt2s7u3v6BfXjU0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtM7gq/O2VK81g+wixhXkRGkoecEjCSb9uDiMA4CLOn3M/gws19u+40nDnwKnFLUkclWr79NRjGNI2YBCqI1n3XScDLiAJOBctrg1SzhNAJGbG+oZJETHvZPHmOz4wyxGGszJOA5+rvjYxEWs+iwEwWOfWyV4j/ef0Uwhsv4zJJgUm6OBSmAkOMixrwkCtGQcwMIVRxkxXTMVGEgimrZkpwl7+8SjqXDdfwh6t687aso4pO0Ck6Ry66Rk10j1qojSiaomf0it6szHqx3q2PxWjFKneO0R9Ynz+1dpOw</latexit><latexit sha1_base64="AG1PuGuaFEX+zNiFAQ7jfyZNUiQ=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0UQhJKIoMuiG5cV7APaECbTSTt0MgkzN8US8iduXCji1j9x5984abPQ1gMDh3Pu5Z45QSK4Bsf5tipr6xubW9Xt2s7u3v6BfXjU0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtM7gq/O2VK81g+wixhXkRGkoecEjCSb9uDiMA4CLOn3M/gws19u+40nDnwKnFLUkclWr79NRjGNI2YBCqI1n3XScDLiAJOBctrg1SzhNAJGbG+oZJETHvZPHmOz4wyxGGszJOA5+rvjYxEWs+iwEwWOfWyV4j/ef0Uwhsv4zJJgUm6OBSmAkOMixrwkCtGQcwMIVRxkxXTMVGEgimrZkpwl7+8SjqXDdfwh6t687aso4pO0Ck6Ry66Rk10j1qojSiaomf0it6szHqx3q2PxWjFKneO0R9Ynz+1dpOw</latexit><latexit sha1_base64="AG1PuGuaFEX+zNiFAQ7jfyZNUiQ=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0UQhJKIoMuiG5cV7APaECbTSTt0MgkzN8US8iduXCji1j9x5984abPQ1gMDh3Pu5Z45QSK4Bsf5tipr6xubW9Xt2s7u3v6BfXjU0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtM7gq/O2VK81g+wixhXkRGkoecEjCSb9uDiMA4CLOn3M/gws19u+40nDnwKnFLUkclWr79NRjGNI2YBCqI1n3XScDLiAJOBctrg1SzhNAJGbG+oZJETHvZPHmOz4wyxGGszJOA5+rvjYxEWs+iwEwWOfWyV4j/ef0Uwhsv4zJJgUm6OBSmAkOMixrwkCtGQcwMIVRxkxXTMVGEgimrZkpwl7+8SjqXDdfwh6t687aso4pO0Ck6Ry66Rk10j1qojSiaomf0it6szHqx3q2PxWjFKneO0R9Ynz+1dpOw</latexit>

xt+2
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(in Inferred Graph)
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Generation (G-LSTM)

Embedding (E-LSTM)
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Figure 2. The diagram of the proposed hybrid attention based prediction framework for multi-agent interacting systems, which consists of
three major components: a graph message passing module (GMP), a RL based hard attention module (RL-HA) and a soft graph attention
based motion generator (SGA-MG). GMP aims to pass the information across the fully connected graph G. RL-HA aims to figure out
truly relevant information (edges) and output an inferred relation graph G′, while SGA-MG aims to further rank the significance of the key
information with soft attention and generate future motions with recurrent neural networks. The prediction process can be either one-shot
(with static relation graph G′) or progressive with a sliding window (with dynamic relation graph G′). Best viewed in color.

their soft attention model [59] to illustrate the efficacy of
our proposed hybrid attention based framework.

2.2. Attention Mechanisms

Attention mechanisms have been widely used in deep
neural networks due to their efficacy and efficiency for se-
quence modeling and information fusion. Existing works
have demonstrated the superiority of attention in a broad
range of domains, such as natural language processing
[43, 47, 57], image captioning [2, 56, 63], saliency detec-
tion [33, 64], time-series modeling [10, 45], human activity
recognition [6,48,49]. Most of these papers either solely ap-
ply soft attention to obtain contextual embeddings or solely
apply hard attention to select important elements. The only
exception is [47] in which a hybrid attention was presented
to figure out sparse dependencies between sequential tokens
in a sentence. However, their method can only be applied
to sequence modeling, which is hard to generalize to the
motion forecasting task of multi-agent interacting systems.
For the motion forecasting task, some existing works only
adopt soft attention to weight the complete observed infor-
mation [20,24,28,29,54,59], while our method can discrim-
inate the most relevant elements via the hybrid attention.

3. Problem Overview
Since the proposed approach can be widely applied to

various domains, we introduce the problem formulation in
a general way. Define a multivariate dynamic system

Xt+1:t+Tf
= f(Xt−Th+1:t,C), (1)

where Xt = {xit, i = 1, ..., N} denotes the system state at
time t and C = {ci, i = 1, ..., N} denotes optional con-

text information or external factors. N is the total number
of variables which have a specific meaning in different do-
mains. The goal of this work is to approximate the condi-
tional distribution p(Xt+1:t+Tf

|Xt−Th+1:t,C), where Th
and Tf denote the history and prediction horizon.

For a multi-agent interacting system, the variables refer
to the involved homogeneous/heterogeneous interacting en-
tities, where the state may include position, velocity, etc.
For a multivariate time series such as human motions, the
variables refer to a set of human skeletons, where the state
may include joint coordinates or relative angles.

In this paper, we instantiate and apply the proposed gen-
eral prediction framework illustrated in Figure 1 to both
multi-agent systems with spatially interacting agents (e.g.,
physical systems, traffic participants), and multivariate time
series with temporal dependency (e.g., skeleton-based hu-
man motions). For long-term prediction of multi-agent in-
teracting systems, we propose a novel, complete model ar-
chitecture based on graph representation in Section 4. For
multivariate time series (i.e., human motions), we present
an effective way to build our proposed hard attention mod-
ule on top of a state-of-the-art soft attention based model
for human motion prediction [59] in Section 5.

4. RAIN for Multi-Agent Interacting System
4.1. Framework Overview

An illustrative diagram is shown in Figure 2 to introduce
the pipeline and three major components: graph message
passing module (GMP), RL based hard attention module
(RL-HA) and soft graph attention based motion generator
(SGA-MG), which cooperate closely to improve the final
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prediction performance. More specifically, for the predic-
tion of a certain target entity, GMP collects information
from other entities across graph G. RL-HA discriminates
the key relevant elements from the complete observations
and provides SGA-MG with an inferred relation graph G′
with only selected edges, which is a natural generaliza-
tion of the traditional hard attention to graph representation.
SGA-MG uses soft attention weights to rank the relative im-
portance of key information and generates future trajecto-
ries. The prediction together with the ground truth provides
rewards to RL-HA during the training phase to guide the
improvement of the RL edge selector. GMP is pre-trained
to collect contextual information across the whole graph.
SGA-MG is pre-trained with a fully connected topology in
order to improve training efficiency and stability as well as
to enable informative initial reward.

4.2. Graph Message Passing

It is natural to represent a multi-agent system withN en-
tities as a fully connected (FC) graph G = (V, E), where
V = {vi, i = 1, ..., N} and E = {eij , i, j = 1, ..., N}. vi
denotes node i’s attribute and eij denotes the edge attribute
from sender node j to receiver node i. The node attribute
consists of a self-attribute to store the individual informa-
tion, a social-attribute to store other entities’ information,
and a context-attribute to include the agent’s context infor-
mation. More formally, we have vself

i = fms (xit−Th+1:t),
vneighbor
i = fmn (xit−Th+1:t), vcontext

i = fc(c
i), where m ∈

{1, ...M},M is number of agent types. fms and fmn are state
embedding functions, and fc is context embedding func-
tion. Different state embedding functions corresponding to
certain agent types are applied to heterogeneous agents.

Since the relationship between a pair of agents is not
only determined by their own behaviors but also affected
by other agents in the scene, it is not sufficient to use only a
pair of self node attributes to determine the existence of an
edge. Therefore, we apply a round of message passing to
collect the contextual information across the FC graph G by

αij =
exp

(
MLP

([
vself
i ||vneighbor

j

]))
∑
k∈Ni

exp
(

MLP
([

vself
i ||vneighbor

k

])) , (2)

vsocial
i = fv

(∑
j∈Ni

αijv
neighbor
j

)
, (3)

where fv is the social attribute update function and || de-
notes the concatenation operation. Ni denotes the set of
one-hop neighbors of node i. MLP refers to multi-layer per-
ceptron. The complete node attribute is

vi = fenc
([

vself
i , vsocial

i , vcontext
i

])
. (4)

4.3. Hard Attention: Key Information Selection

As shown in Figure 1, the RL-based hard attention mod-
ule serves as a key information selector, which takes the

complete history observations as input and discriminates
the truly relevant information while totally discard the rest.
More specifically, in the context of multi-agent system, the
RL-HA module is expected to figure out truly influencing
factors when predicting the motions of a certain agent. In
other words, the goal is to assert the existence of each edge
in the FC graph based on the observations so that the redun-
dant information is discarded in the prediction.

The selection of key edges naturally fits into a reinforce-
ment learning framework. The definition of observations,
actions and reward functions are elaborated in the follow-
ing, while the training procedures are left to Section 4.6.

Observations: The observation O of RL-agent at RL-
step η (≤ TRL) includes a pair of node attributes vi and vj
as well as the current edge selection status sij (0: “retained”
or 1: “discarded”). TRL is the upper bound of RL-steps. The
observation Oη is obtained by Oη = [vi, vj , sij,η]. Note
that the dimension of Oη only depends on the dimension of
node attributes, which enables the applicability to the sys-
tems with varying numbers of entities. The policy network
of RL-agent takes the observation Oη as input and decides
the action at the current RL-step.

Actions: There are two possible actions for the RL-
agent: “staying the same” (action 0) and “changing to the
opposite” (action 1). At each RL-step, the RL-agent makes
decision for each edge in the FC graph. The policy can be
written as a = π(O). We do not enforce any constraints on
the selection of edges, i.e., there is no lower/upper bound
on the number of selected edges. The actions of RL-agent
may change the topology of the inferred graph G′ after each
RL-step, which further influence the SGA-MG module.

Rewards: In general, the reward indicates how good the
action taken by the RL-agent is with respect to the current
situation. In our method, the reward is designed to indicate
the performance of motion forecasting in various aspects.
The acquisition of high rewards depends on the collabora-
tion of all the modules in the framework.

The reward consists of three parts: regular reward Rreg,
improvement reward Rimp and stimulation/punishment
Rsti/Rpun. More specifically, the regular reward is the neg-
ative mean squared error of future predictions calculated by

Rreg,η = − 1

N

N∑
i=1

t+Tf∑
t′=t+1

||xit′ − x̂it′,η||2. (5)

The improvement reward encourages the decrease of pre-
diction error via applying a sign function to the error change
between consecutive RL-steps, which is obtained by

Rimp,η = sign(Rreg,η −Rreg,η−1). (6)

The reason of applying a sign function instead of directly
using the raw improvement is to avoid reward vanishing
when improvement becomes smaller towards convergence.
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The stimulation/punishment is applied when there is a large
improvement or deterioration in terms of a certain metric,
which is given by

Rsti,η = Ωs, Rpun,η = −Ωp, (7)

where Ωs and Ωp are manually defined positive constants.
These rewards depend on the metrics in specific domains.

Then the whole reward is calculated by

Rη = Rreg,η + βimpRimp,η

+ βstiRsti,ηI(sti) + βpunRpun,ηI(pun), (8)

where βimp, βsti and βpun are hyperparameters and I(·) is an
indicator function to indicate the occurrence of large im-
provement or deterioration.

4.4. Soft Attention: Key Information Ranking

After finalizing the key information (edges) by the RL-
HA module, the soft graph attention mechanism [53] is ap-
plied over the inferred graph G′ to further determine the rel-
ative significance of the selected key information at each
time step. Here we take time step t as an example to illus-
trate the soft graph attention mechanism. Note that unlike
the one-shot state embedding in GMP, here we construct a
spatio-temporal graph to incorporate the state information
with a stepwise embedding strategy.

In order to avoid confusion on notation with the RL-HA
section, here we denote i-th node attribute at time t as

v̄i,t = [v̄self
i,t , v̄social

i,t , vcontext
i ], (9)

where the context attribute vcontext
i is obtained in Section

4.2, the self-attribute v̄self
i,t and the intermediate attribute

v̄neighbor
i,t are introduced in Section 4.5, and the social at-

tribute v̄social
i,t is calculated by the graph soft attention mech-

anism as follows

ᾱtij =
exp

(
MLP

([
v̄self
i,t ||v̄neighbor

j,t

]))
∑
k∈Ni

exp
(

MLP
([

v̄self
i,t ||v̄neighbor

k,t

])) ,
v̄social
i,t = f̄v

(∑
j∈Ni

ᾱtijv̄
neighbor
j,t

)
,

(10)

where ᾱtij are learnable attention weights. We also use
multi-head attention to stabilize training [53].

4.5. Spatio-Temporal Motion Generator

The motion generator consists of two LSTM networks
(E-LSTM/G-LSTM) with the soft graph attention in be-
tween. The E-LSTM takes in agent state information and
outputs v̄self

i,t at each time step, while the G-LSTM takes in
the complete node attribute v̄i,t and outputs the predicted
change in state ∆x̂it at the current time t, which is used
to calculate the state x̂it+1 with the system model (e.g.,

discrete-time linear dynamics). More specifically at time
t,

Embedding: v̄self
i,t = E-LSTMs(xit; h

s,i
t ), (11)

v̄neighbor
i,t = E-LSTMn(xit; h

n,i
t ), (12)

Generation: ∆x̂it = G-LSTM(v̄i,t; h̃
i
t), (13)

x̂it+1 = fsystem(xit,∆x̂it) + ε, (14)

where hs,it , hn,it , and h̃it are the hidden states of E-LSTM
and G-LSTM respectively, ε ∼ N (0,Σ) is a random noise
to incorporate uncertainty, and fsystem is the system model.
Note that the whole generation process is divided into two
stages: burn-in stage (from t − Th + 1 to t) and prediction
stage (from t + 1 to t + Tf ). At burn-in stage, the true
state is fed into E-LSTM while at prediction stage, the last
prediction is fed instead.

If the topology of the inferred graph G′ is assumed to
remain static over time, we can use one-shot generation to
obtain the complete future trajectory. Otherwise, we can
first generate the trajectory segment within a certain future
horizon τ < Tf , and push the predicted segment into the
observations. This process can be iteratively propagated to
generate the whole trajectory. We set τ = 2 in Figure 2.

4.6. Framework Training Strategy

Since the RL-HA module is not differentiable, we cannot
use an end-to-end fashion to train the whole model. There-
fore, we propose an alternating training algorithm to im-
prove RL-HA and the other modules separately. There are
two training stages: pre-training stage and formal-training
stage. In the pre-training stage, we pre-train the parameters
of GMP module with an auto-encoder structure by unsuper-
vised learning, where GMP serves as the encoder together
with an auxiliary decoder. The decoder is discarded after
the GMP is well trained. In addition, we pre-train the SGA-
MG module with a fully connected topology to enable in-
formative initial reward for the RL-HA module. The pre-
training is necessary for the convergence of formal-training
stage. In the formal-training stage, the pre-trained parame-
ters of GMP are fixed to serve as a feature extractor, and we
perform alternating optimization of RL-HA and SGA-MG
modules: (a) train the RL-HA module with fixed parame-
ters of GMP and SGA-MG with Double Deep Q-Learning
(DDQN) method [18]; (b) finetune SGA-MG with fixed
parameters of GMP and RL-HA using back-propagation
methods. Please refer to Section 8 in the supplementary
materials for the pseudo-code and implementation details.

5. RAIN for Human Skeleton Motions
In this section, we address the application of our method

to capture long-term temporal dependency in skeleton based
human motions. Instead of selecting important or relevant
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Figure 3. Mean squared error (MSE) in predicting future positions
of mixed particles.

entities introduced in Section 4, here we propose to utilize
the RL-HA module to discriminate key information over the
whole history horizon. It can be either frame-wise selection
or segment-wise selection. We demonstrate an illustrative
case study of the latter based on a state-of-the-art model
proposed in [59].

More specifically, the model in [59] is employed as the
soft attention based motion generator in our framework.
The proposed RL hard attention mechanism is built on top
of it, and they work as a whole to generate future hu-
man motions. First, an encoding function is applied to ex-
tract contextual representation of each history frame. Then,
the RL-HA module discriminates the key motion segments
from history observations, and the soft attention mecha-
nism further outputs relative significance of the selected
segments for the current prediction. The model architecture
and implementation details are elaborated in Section 9.

6. Experiments

In this paper, we validated the proposed hybrid atten-
tion approach on the datasets in different domains, includ-
ing a synthetic physics motion dataset, a real-world driving
dataset (nuScenes [4]) and a human motion dataset (Hu-
man3.6M [21]).

For the mixed particle simulation, since we have ac-
cess to the ground truth of the particle charging state (i.e.,
positively/negatively-charged or uncharged), we can quan-
titatively and qualitatively evaluate the model performance
in terms of both attention learning and mean square error
(MSE) of particle position prediction. For the nuScenes
driving dataset, we employ three widely used metrics: min-
imum average displacement error (minADE20), minimum
final displacement error (minFDE20) and miss rate (MR)
in trajectory prediction [26]. We report the results for vehi-
cles and pedestrians separately. For the Human3.6M motion
dataset, we adopt the standard metrics in the human pose es-
timation and motion forecasting literature [59], which is the
Euclidean distance in Euler angle representation. We also
provide ablative analysis on these datasets.

Accuracy Precision Recall F1-score
Corr. LSTM [23] 71.85±0.39 54.52±0.24 60.17±0.16 57.21±0.33
NRI [23] 85.47±0.98 78.57±0.59 64.71±0.66 70.97±0.51
DNRI [17] 87.54±1.66 82.48±0.91 67.23±0.78 74.08±0.83
Ours (ELBO+soft) 89.31±0.46 87.29±0.21 73.52±0.30 79.82±0.25
Ours (hybrid) 93.52±1.25 92.34±0.87 80.55±0.92 86.04±0.74
Supervised 97.48±0.23 95.24±0.09 89.55±0.14 92.31±0.11

Table 1. Evaluation (Mean±Std in %) of Relation Recognition
(Mixed Particle System).

In all the experiments, we used a batch size of 32 and the
Adam optimizer with an initial learning rate of 0.001 to train
the models with a single NVIDIA Quadro RTX 6000 GPU.
The additional experimental results, dataset details, baseline
methods as well as implementation details are elaborated in
supplementary materials.

6.1. Synthetic Simulation: Mixed Particle System

We applied our approach to a simulated physical sys-
tem with mixed charged and uncharged particles, where
the charged ones are randomly assigned positive or nega-
tive charges with a uniform distribution. The particles with
the same charge repel and the ones with opposite charges
attract according to the fundamental law of electricity. The
uncharged particles perform uniform motion independently.
The proposed hybrid-attention based prediction model is
expected to learn the relations between particles and fore-
cast their long-term motions.

The goal of RL-based hard attention mechanism is to
infer whether there is a force between a pair of particles,
which is essentially a binary classification task. The recog-
nition of the force type (repel or attract) will be handled im-
plicitly by the soft attention counterpart. The relation recog-
nition results of different approaches are compared in Ta-
ble 1, where the standard deviations are calculated based on
three independent runs. It shows that the supervised learn-
ing method which directly trains a binary classifier with
ground truth labels performs the best in terms of all the eval-
uation metrics. However, the accessibility of true relation
labels is highly limited in real-world tasks. Among the ap-
proaches that do not require true labels during training, our
method achieves the highest recognition accuracy, which
improves by 6.8% over the strongest baseline DNRI and
4.7% over the ablative baseline Ours (ELBO+soft). Based
on the experiments, end-to-end training with ELBO tends
to be more stable and converges faster than RL in general,
but it did not achieve a better final performance. The accu-
racy alone cannot sufficiently prove the superiority due to
the data imbalance of the two classes. Therefore, we also
compared the precision, recall and F1-score. Our method
achieves consistently better results on these metrics.

We further predicted the particle positions at the future
50 time steps given the historical observations of 30 time
steps. The comparison of mean squared error (MSE) of
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Figure 4. Visualization of particle trajectories and attention maps. The semi-transparent segments represent the observation of 30 time steps
and the solid ones represent the prediction of future 50 time steps. In the ground truth relation map, red denotes “repel” and blue denotes
“attract”. In the attention maps, darker color indicates larger weight. Note that we do not consider self-attention (i.e. zero diagonal).

Method 1.0s 2.0s 3.0s 4.0s MR
NRI [23] 0.19/0.23 0.37/0.57 0.58/1.00 0.82/1.52 27.1
DNRI [17] 0.17/0.20 0.33/0.49 0.50/0.87 0.71/1.33 22.4
STGAT [20] 0.16/0.19 0.31/0.47 0.48/0.83 0.68/1.27 20.6
S-STGCNN [42] 0.18/0.21 0.34/0.52 0.53/0.92 0.75/1.41 24.7
Ours (full+soft) 0.07/0.10 0.17/0.41 0.40/0.82 0.63/1.28 21.0
Ours (ELBO+soft) 0.04/0.07 0.16/0.42 0.40/0.79 0.61/1.24 16.1
Ours (hybrid, static) 0.05/0.09 0.15/0.40 0.38/0.77 0.58/1.17 11.3
Ours (hybrid, dynamic) 0.06/0.09 0.14/0.38 0.37/0.75 0.54/1.12 9.5

Table 2. Comparison of minADE20 / minFDE20 (Meters) and Miss
Rate@2.0m (MR, %) of Vehicle Trajectory Prediction.

different methods is provided in Figure 3. The solid lines
and shaded areas represent the average value and standard
deviation of three runs, respectively. Ours (true+soft) at-
tains the smallest MSE consistently over the whole pre-
diction horizon due to access to the true graph structures,
which serves as a performance upper bound. Ours (hy-
brid) achieves a smaller MSE than Ours (full+soft) / Ours
(ELBO+soft) and even approaches the performance of Ours
(true+soft), which indicates that the RL-based hard atten-
tion mechanism indeed helps on the relation recognition,
which further improves prediction performance. Ours (hy-
brid) also outperforms NRI and DNRI where the interaction
graph is encoded to a latent space.

We also visualize the predicted trajectories and attention
maps of typical cases in Figure 4 with descriptions in the
caption. The results show that the RL agent can figure out
truly relevant agents with a high accuracy and the soft at-
tention counterpart further determines the relative signifi-
cance of the selected entities. However, applying soft at-
tention alone on fully connected graphs sometimes assigns
trivial weights or even large weights to irrelevant agents as
shown in the “Soft Attention” columns, which weakens in-
terpretability and performance of the model. We address
two interesting cases in (e) and (f), where the RL agent only
selects a subset of interacting agents or even an empty set,
but the system still generates very good prediction. The rea-

Method 1.0s 2.0s 3.0s 4.0s MR
NRI [23] 0.10/0.13 0.22/0.32 0.35/0.58 0.48/0.82 28.5
DNRI [17] 0.09/0.12 0.20/0.31 0.32/0.53 0.44/0.78 25.6
STGAT [20] 0.08/0.11 0.18/0.27 0.29/0.48 0.40/0.71 17.8
S-STGCNN [42] 0.12/0.15 0.23/0.37 0.35/0.61 0.48/0.88 27.9
Ours (full+soft) 0.07/0.11 0.15/0.22 0.24/0.40 0.32/0.56 13.2
Ours (ELBO+soft) 0.04/0.06 0.13/0.20 0.21/0.39 0.30/0.56 12.9
Ours (hybrid, static) 0.06/0.08 0.12/0.20 0.19/0.36 0.29/0.54 11.7
Ours (hybrid, dynamic) 0.05/0.08 0.11/0.18 0.17/0.34 0.26/0.51 9.8

Table 3. Comparison of minADE20 / minFDE20 (Meters) and Miss
Rate@1.0m (MR, %) of Pedestrian Trajectory Prediction.

son is that the distance between the interacting particles is
too large, which leads to the ignorance of the weak forces
by the RL agent. Particularly in (f), all the particles perform
nearly uniform motions which results in an empty hybrid
attention map. This demonstrates the capability of distin-
guishing key information of the hard attention mechanism.

6.2. nuScenes Dataset: Traffic Scenarios

We validated our RAIN framework on the nuScenes
dataset, which handles long-term prediction of heteroge-
neous traffic participants (i.e., vehicles and pedestrians). We
predicted the future 4.0s (20 frames) given the history ob-
servations of 2.0s (10 frames). The comparison of quan-
titative results is shown in Table 2 (vehicles) and Table 3
(pedestrians). Note that we simultaneously included both
types of agents during training, while reported the test re-
sults separately as done in [46].

All the learning-based baseline methods consider the re-
lation modeling via certain techniques. It is shown that Ours
(hybrid, dynamic) achieves the smallest error and lowest
miss rate in both vehicle and pedestrian prediction. We also
present extensive ablation results. Ours (full+soft) achieves
lower prediction error than STGAT with a similar model
structure, especially in vehicle prediction. The reason is
that the vehicle kinematics model is incorporated into the
motion generator to propagate the vehicle state, which can
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Figure 5. The visualization of testing cases in the nuScenes dataset. The light blue dots are history observations, dark blue dots are ground
truth, and red dots are predictions with the minimum ADE. The black circles indicate the target agent and gray arrows indicate hybrid
attention. The targets only attend to the agents with arrows selected by hard attention and darker colors imply larger weights. In the last
case, there is no arrow, which implies that the model infers that the target is not influenced by any agent in the scene at the current frame.

Motion Walking Eating Smoking Discussion
milliseconds 80 160 320 400 1k 80 160 320 400 1k 80 160 320 400 1k 80 160 320 400 1k
Res-sup. [40] 0.27 0.46 0.67 0.75 1.03 0.23 0.37 0.59 0.73 1.08 0.32 0.59 1.01 1.10 1.50 0.30 0.67 0.98 1.06 1.69
CSM [27] 0.33 0.54 0.68 0.73 0.92 0.22 0.36 0.58 0.71 1.24 0.26 0.49 0.96 0.92 1.62 0.32 0.67 0.94 1.01 1.86
Traj-GCN [34] 0.18 0.32 0.49 0.56 0.67 0.17 0.31 0.52 0.62 1.12 0.22 0.41 0.84 0.79 1.57 0.20 0.51 0.79 0.86 1.70
DMGNN [31] 0.18 0.31 0.49 0.58 0.75 0.17 0.30 0.49 0.59 1.14 0.21 0.39 0.81 0.77 1.52 0.26 0.65 0.92 0.99 1.45
LTD-10-10 [39] 0.18 0.31 0.49 0.56 0.64 0.16 0.29 0.50 0.62 1.10 0.22 0.41 0.86 0.80 1.58 0.20 0.51 0.77 0.85 1.75
HisRepItself [59] 0.18 0.30 0.46 0.51 0.64 0.16 0.29 0.49 0.60 1.10 0.22 0.42 0.86 0.80 1.58 0.20 0.52 0.78 0.87 1.63
Ours (hybrid) 0.17 0.28 0.43 0.49 0.60 0.16 0.26 0.45 0.56 1.01 0.20 0.38 0.80 0.74 1.48 0.19 0.52 0.82 0.91 1.64

Table 4. Comparison of mean angle errors (MAE) of different methods for both short-term (≤ 400 milliseconds) and long-term prediction
(1k milliseconds) on four representative actions in the Human3.6M dataset.

guarantee the feasibility of generated trajectories. Ours
(hybrid, static) and Ours (ELBO+soft) outperforms Ours
(full+soft), which implies the effectiveness of hard atten-
tion on selecting important agents. In particular, Ours (hy-
brid, static) achieves smaller prediction errors than Ours
(ELBO+soft), which implies the advantage of RL based
hard attention over the ELBO based method. Ours (hybrid,
dynamic) further reduces the error owing to the dynamic
recognition of key elements, where the margin of improve-
ment becomes larger as the prediction horizon increases.

The visualization of agent trajectories and hybrid atten-
tion weights in several typical test scenarios is provided in
Figure 5. It is shown that our method can learn reasonable
attention weights to exploit the key information, and gener-
ate plausible and accurate prediction hypotheses.

6.3. Human3.6M Dataset: Human Motions

We adopted the same experimental setting as the baseline
approaches for fair comparison, which is to forecast the fu-
ture 25 frames based on the past 50 frames. The model
was trained to only predict 10 frames during the training
phase, while the prediction was recursively applied by using
predictions as new observations during the testing phase.
The forecasting results are shown in Table 4, where we
only include four representative actions due to space limit.
The complete table can be found in Table 5 in the supple-
mentary materials. Among the baselines, HisRepItself [59]

yields the previous state-of-the-art performance, which also
serves as an ablation model with only soft attention on the
motion history. In general, the results show that Ours (hy-
brid) achieves the best performance both in average and for
most actions in terms of both short-term and long-term fore-
casting accuracy. In particular, Ours (hybrid) outperforms
HisRepItself in average, indicating the additional benefits
brought by the hard attention mechanism.

7. Conclusion

In this paper, we present a generic motion forecasting
framework with key information selection and ranking pro-
cedures. The former is realized by a reinforcement learning
based hard attention mechanism for the purpose of discrim-
inating relevant information for the prediction from com-
plete spatio-temporal observations. The latter is fulfilled by
a soft attention mechanism for the purpose of determining
relative importance of the selected key elements. These dual
procedures can be applied recurrently to dynamically adjust
the focus of the model as the situation evolves over time. A
double-stage training pipeline with an alternating training
strategy is employed to train different parts of the model,
which proves to be effective and stable in the experiments.
The general framework is instantiated and applied to multi-
agent trajectory prediction and human motion forecasting,
which achieves state-of-the-art performance in terms of a
wide range of evaluation metrics in different domains.
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