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Abstract

Recent studies have demonstrated the vulnerability of deep neural networks against adversarial examples. Inspired by the observation that adversarial examples often lie outside the natural image data manifold and the intrinsic dimension of image data is much smaller than its pixel space dimension, we propose to embed high-dimensional input images into a low-dimensional space and apply regularization on the embedding space to push the adversarial examples back to the manifold. The proposed framework is called Embedding Regularized Classifier (ER-Classifier), which improves the adversarial robustness of the classifier through embedding regularization. Besides improving classification accuracy against adversarial examples, the framework can be combined with detection methods to detect adversarial examples. Experimental results on several benchmark datasets show that, our proposed framework achieves good performance against strong adversarial attack methods.

1. Introduction

It has been shown that Deep Neural Networks (DNNs) are vulnerable to adversarial examples that are generated by adding carefully crafted perturbations to original images [44, 27]. This phenomenon brings out security concerns for practical applications of deep learning. Despite many adversarial training methods have been proposed for defending against adversarial examples [35, 50, 38, 39], we propose a novel defense and detection method from a different point of view.

Recent work showed that adversarial examples often lie outside the natural image data manifolds [24, 45]. Since the model was trained using data in the manifold, the model naturally mis-classifies on examples outside the manifold. Therefore, applying regularization to push the adversarial examples back to the natural image data manifold may help improve the robustness of neural networks (see Figure 1). Furthermore, a consensus in the high-dimensional data analysis community is that, a method working well on the high-dimensional data is because the data is not really of high-dimension [30]. Inspired by the observation that the intrinsic dimension of image data is actually much smaller than its pixel space dimension [30] and adversarial examples lie outside the natural image data manifold [24, 45], we propose a defense framework called Embedding Regularized Classifier (ER-Classifier) shown in Figure 2.

The difference between ER-Classifier and general deep classifier is that the extracted feature is regularized by a discriminator part in ER-Classifier. To be more specific, we introduce a discriminator in the latent space which tries to separate the generated code vectors (output of the encoder network) from the ideal code vectors (sampled from a prior distribution, i.e., a standard Gaussian distribution). Employing a similar powerful competitive mechanism as demonstrated by Generative Adversarial Networks [17], the discriminator enforces the embedding space of the model to follow the prior distribution. This regularization process can help remove the effect of adversarial distortion and push the adversarial example back to the natural data manifold.

Another difference is that the embedding space dimension of ER-classifier is much smaller, which makes it easier for ER-Classifier to apply regularization.

We compare ER-Classifier with other state-of-the-art defense methods on MNIST, CIFAR10, STL10 and Tiny Imagenet. Experimental results demonstrate that our proposed ER-Classifier outperforms other methods by a large margin. To sum up, this paper makes the following four main contributions:

- A novel unified end-to-end robust deep neural net-
work framework against adversarial attacks is proposed, where embedding space regularization is applied to remove the adversarial effect.

- An objective is induced to minimize the optimal transport cost between the true class distribution and the framework output distribution, guiding the framework to project the input image to a low-dimensional space without losing important features for classification.
- A detection process is proposed to further improve the robustness of the framework.
- Extensive experiments demonstrate the robustness of our proposed ER-Classifier framework under the white-box attacks, and show that ER-Classifier outperforms other state-of-the-art approaches on several benchmark image datasets.

2. Related Work

In this section, we summarize related work into two categories: attack methods and defense mechanisms.

**Attack Methods.** We first discuss different adversarial attack methods [35, 6, 21, 13, 18, 5, 9, 40, 12, 21, 41, 53, 51]. Two main types of attack settings have been considered in previous research: black-box and white-box settings. Under the white-box setting, attackers have all information about the targeted neural network, including network structure and gradients. Many other white-box attack methods have been proposed [35, 6, 21, 13], and among them C&W [6] and PGD [35] attacks have been widely used to test the robustness of machine learning models. Recently, a new attack method called Autoattack [13] was developed, which is parameter-free, computationally affordable and user-independent, to test adversarial robustness. In this paper, we mainly use $l_\infty$-PGD untargeted attack [35] and Autoattack [13] to evaluate the effectiveness of the defense method under the white-box setting. In the black-box setting, the detailed model information, such as gradient and model structure, are not available to the attackers. Some attack methods rely on the predicted scores, such as class probabilities or logits, of the model to craft adversarial examples [9, 22]. Some attacks are more agnostic and only rely on the final decision of the model [3, 10, 20, 8, 32, 7].

**Defense Mechanisms.** Many works have been done to improve the robustness of deep neural networks [50, 35, 37, 18, 31, 47, 15, 48, 49, 25, 42, 19, 4, 29, 52]. We select five representative methods to compare with the proposed framework. Madry’s adversarial training [35] proposed a min-max formulation against adversarial attacks. The proposed model is trained on adversarial examples generated during the training process within the $\epsilon$-ball of input images. A new loss function was introduced in [50] to trade adversarial robustness off classification accuracy. The loss function is used to replace the loss function used in Mary’s adversarial training to further improve the robustness of adversarial training. Another effective defense method under the white-box setting is RSE [31]. The authors proposed a “noise layer”, which fuses output of each layer with Gaussian noise. Due to the difficulty of defense, some works attempted to detect adversarial examples as alternative solutions. In [16], the author proposed a kernel density based detection framework, in which one kernel density model is fitted for each class on the final layer output. A Logistic Regression model is trained on the kernel density scores to detect adversarial example. Local Intrinsic Dimensionality (LID) characterizes the space-filling capability of the region surrounding a sample, based on the distance to its nearest neighbors within the sample. The author of [33] proposed to use LID as a feature to facilitate the detection of adversarial examples.

**Notations.** In this paper, we use $l_\infty$ and $l_2$ distortion metrics to measure similarity. We report $l_\infty$ distance in the normalized $[0, 1]$ space, so that a distortion of 0.031 corresponds to $8/256$, and $l_2$ distance as the total root-mean-square distortion normalized by the total number of pixels. We use calligraphic letters for sets (i.e., $\mathcal{X}$), capital letters for random variables (i.e., $X$), and lower case letters for their values (i.e., $x$). The probability distributions are denoted with capital letters (i.e., $P_X$) and corresponding densities with lower case letters (i.e., $p_X$).

3. Embedding Regularized Classifier

3.1. Framework Details

We propose a novel defense framework, ER-Classifier, which aims at improving the robustness of deep neural networks through embedding regularization by training a discriminator to push the embedding space distribution towards a prior distribution. An overview of the framework is shown in Figure 2.

Mathematically, input images $X \in \mathcal{X} = \mathbb{R}^d$ from $P_X$ are projected to a low-dimensional embedding vector $Z \in Z = \mathbb{R}^k$ through the encoder $Q_\phi$, where the embedding space dimension $k$ is much smaller than the pixel
space dimension $d$. The discriminator $D_\gamma$ discriminates between the generated code $\tilde{Z} \sim Q_\phi(Z | X)$ and the ideal code $Z \sim P_Z$. In this paper we apply the standard Gaussian $\mathcal{N}(0, 1)$ as our prior distribution $P_Z$, but other priors may be used for different cases. The classifier $C_\tau$ performs classification based on the generated code $\tilde{Z}$, producing output $U \in \mathcal{U} = \mathbb{R}^m$, where $m$ is the number of classes. The label of $X$ is denoted as $Y \in \mathcal{U}$.

The training objective of ER-Classifier is:

$$\inf_{Q(z|x) \in \mathcal{Q}} \mathbb{E}_{P_X} \mathbb{E}_{Q(z|x)} \left\{ \ell(Y, C(Z)) \right\} + \lambda D(Q_Z, P_Z).$$

The first part of the objective function represents classification loss, where the encoder $Q$ maps the input image to the embedding vector $Z$, then the classifier $C$ takes $Z$ as an input and performs prediction. $Y$ is the true label of the input image and $\ell$ is the cost function. The second part represents the regularization loss, where $\lambda > 0$ is a hyper-parameter controls the trade-off between regularization and classification tasks, and $\mathcal{D}$ can be any arbitrary divergence between the marginal distribution of $Z (Q_Z)$ and prior distribution ($P_Z$).

To estimate the divergence between $Q_Z$ and $P_Z$, we apply a GAN-based framework, fitting a discriminator to estimate the 1-Wasserstein distance between $Q_Z$ and $P_Z$:

$$W(Q_Z, P_Z) = \inf_{\Gamma \in \mathcal{P}(\tilde{Z} \sim Q_Z, Z \sim P_Z)} \mathbb{E}(Z, \tilde{Z}) \sim \Gamma \| \tilde{Z} - Z \|.$$ 

When training the framework, the weight clipping method proposed in Wasserstein GAN [1] is applied to help stabilize the training of discriminator $D_\gamma$. Details of the training algorithm is summarized in Algorithm 1.

At training stage, the encoder $Q_\phi$ first maps the input $x$ to a low-dimensional space, resulting in generated code ($\tilde{z}$). Another ideal code ($z$) is sampled from the prior distribution, and the discriminator $D_\gamma$ discriminates between the ideal code and the generated code. The classifier ($C_\tau$) predicts the image label based on the generated code ($\tilde{z}$). The main goal of ER-Classifier is leveraging embedding space regularization to push adversarial examples back to the natural data manifold, removing adversarial perturbation. Therefore, other defense methods can also benefit from this property. Our framework is trained with min-max robust optimization [35], first searching for adversarial examples with projected gradient descent (PGD) method then optimizing the framework over the adversarial examples.

At inference time, only the encoder $Q_\phi$ and the classifier $C_\tau$ are used. The input image $x$ is first mapped to a low-dimensional space by the encoder ($\tilde{z} = Q_\phi(x)$), then the latent code $\tilde{z}$ is fed into the classifier to predict the label.

### 3.2. Justifications of the Framework

In the framework, the classifier ($P_C(U | Z)$) maps a latent code $\tilde{Z}$ sampled from a fixed distribution ($P_Z$) in a latent space $Z$, to the output $U \in \mathcal{U} = \mathbb{R}^m$. The density of ER-Classifier output is defined as follow:

$$p_C(u) := \int \rho_C(u | z)p_Z(z)dz, \ \forall u \in \mathcal{U}.$$  

If the divergence between the distribution of the true class ($P_Y$) and the distribution of the framework output ($P_C$) is minimized, the framework will do classification task well, which is the most important goal of the framework.

There are various ways to define the distance or divergence between $P_Y$ and $P_C$. In this paper, we turn to the optimal transport theory [46], because it imposes a weak distance between distributions making it easier for a sequence of distributions to converge [1]. Kantorovich’s distance induced by the optimal transport problem is given by

$$W_p(P_Y, P_C) := \inf_{\rho \in \mathcal{P}(Y \sim P_Y, U \sim P_C)} \mathbb{E}(Y, U) \mathcal{c}(Y, U),$$

where $\mathcal{P}(Y \sim P_Y, U \sim P_C)$ is the set of all joint distributions of $(Y, U)$ with marginals $P_Y$ and $P_C$, and $c(y, u) : \mathcal{U} \times \mathcal{U} \rightarrow \mathbb{R}_+$ is any measurable cost function. $W_p(P_Y, P_C)$ measures the divergence between probability distributions $P_Y$ and $P_C$. When the probability measures are on a metric space, the $p$-th root of $W_p$ is called the $p$-Wasserstein distance.
Theorem 1 For $P_C$ as defined above with a deterministic $P_C(U|Z)$ and any function $C: Z \mapsto U$, 

$$W_c(P_Y, P_C) = \inf_{Q, Q_Z \sim P_Z} \mathbb{E}_{P_X} \mathbb{E}_{Q(Z|X)} \{c(Y, C(Z))\},$$

where $c(y, u) : U \times U \mapsto \mathbb{R}_+$ is any measurable cost function. $Q_Z$ is the marginal distribution of $Z$ when $X \sim P_X$ and $Z \sim Q(Z|X)$. The proof is presented in Appendix A.

It is obvious that the objective function (1) is relaxed from the r.h.s of Theorem 1, by converting the constraint on $Q_Z$ to a penalty term and using cross-entropy loss as the cost function. Therefore, optimizing over the objective function (1) is equivalent to minimizing the discrepancy between the true class distribution ($P_Y$) and the output distribution $P_C$. A summary of Theorem 1 is that if we are doing optimization well on the objective used, we will be doing classification task well. Theorem 1 requires a deterministic $P_C(U|Z)$. However, our proposed framework readily applies to the non-deterministic case. We derived an upper bound on the distance between the two distributions $P_Y$ and $P_C$ for the non-deterministic case. See details in Appendix A.

3.3. Detecting Adversarial Examples

Studies showed that adversarial samples come from a distribution that is different from the natural data distribution, that is, adversarial samples do not lie on the data manifold, and DNNs perform correctly only near the manifold of training data [24, 45]. Embedding regularization helps push adversarial examples back to the data manifold but there might be some adversarial samples that are hard to regularize. Therefore, we propose a detection framework, ER-Detector, to filter out these adversarial examples before classification. After training the ER-Classifier framework, all samples from the training set are fed into the encoder to generate the combined code $Z’$, where $Z’$ is generated by concatenating the hidden layer output means of encoder $Q_\phi$ and encoder direct output $\hat{Z}$. Combined code is used to provide more clues to the detector. Then, one kernel density model is fitted for each class based on $Z’$.

With the kernel density model, we can get density score for any input. A logistic regression model ($G_\beta$) is trained on the density scores to detect adversarial examples, with scores of adversarial examples as positive examples and scores of natural examples as negative examples. Details of the detector training process are shown in Algorithm 2 in Appendix B.

At the inference time, only the encoder $Q_\phi$, classifier $C_\tau$, and detector $G_\beta$ are used. The input image $X$ is first mapped to a low-dimensional space ($Q_\phi(X) \rightarrow \hat{Z}, Z'$). Then the embedding based detector $G_\beta$ will judge whether the image is an adversarial example. If it is marked as adversarial, the classifier does not need to deal with it, otherwise the classifier will predict the label based on the latent code. The process is designed to detect adversarial examples that manage to “escape” the regularization process and further improve the robustness of the framework.

4. Experiments

For the first set of experiments, we assume the classifier needs to predict a label for each test sample and compare the performance of the proposed algorithm (ER-Classifier) with other state-of-the-art adversarial defense methods. We consider the following datasets: MNIST [28], CIFAR10 [26], STL10 [11] and Tiny ImageNet [14]. See details of data in Appendix C.

Various defense methods have been proposed to improve the robustness of deep neural networks. In Section 4.1, we compare our algorithm with state-of-the-art methods that are robust in the white-box setting. Madry’s adversarial training (Madry’s Adv) has been recognized as one of the most successful defense methods in the white-box setting, as shown by [2]. Random Self-Ensemble (RSE) method introduced by [31] adds stochastic components in the neural network, achieving similar performance to Madry’s adversarial training algorithm. Trades introduced in [50] won first place in the NeurIPS 2018 Adversarial Vision Challenge and outperformed the runner-up approach by 11.41% in terms of mean $l_2$ perturbation distance.

Since the main goal of ER-Classifier is using embedding regularization to improve adversarial robustness, other defense methods can also benefit from this property. The proposed ER-Classifier is trained with min-max robust optimization [35]. ER-Trades is a variant that combines the proposed framework with the loss function of Trades [50]. To demonstrate the regularization effect of ER-Classifier, we include a variant ER-Classifier$^-$ which trains ER-Classifier without min-max robust optimization. Code for reproduction is available in supplementary material and will be made available at Github later, and network architecture details are included in Appendix G.

In Section 4.5, ER-Detector, ER-Classifier combined with detection method described in Section 3.3, is compared with KD-Detection [16] and LID Detection [33] on MNIST [28] and CIFAR10 [26].

4.1. Evaluate Models Under White-box Attack

In this section, we first evaluate the defense methods against $l_\infty$-PGD untargeted attack [35]. The methods that perform best among the baselines are then evaluated by Autoattack [13]. When tested against PGD attack, defense methods are evaluated under different distortion levels $(\epsilon)$, and the larger the distortion the stronger the attack. Depending on the image scale and type, different datasets are sensitive to different strengths of the attack. Models on MNIST are evaluated under distortion level from 0 to 0.4 by...
Table 1. Testing accuracy (%) of two defense methods under Autoattack [13] with \( l_\infty \) norm. VGG19 is used as the base architecture on CIFAR10. Architectures on STL10 and Tiny ImageNet are similar to VGG19. See details of architectures in Appendix G.

<table>
<thead>
<tr>
<th>Method</th>
<th>MNIST</th>
<th>CIFAR10</th>
<th>STL10</th>
<th>Tiny</th>
</tr>
</thead>
<tbody>
<tr>
<td>Madry’s Adv</td>
<td>69.0</td>
<td>35.6</td>
<td>21.0</td>
<td>9.7</td>
</tr>
<tr>
<td>ER-Classifier</td>
<td>79.0</td>
<td>47.2</td>
<td>25.3</td>
<td>11.1</td>
</tr>
</tbody>
</table>

0.025. Models on CIFAR10 and STL10 are evaluated under \( \epsilon \in [0, 0.06, 0.005] \). Models on Tiny ImageNet are evaluated under \( \epsilon \in [0, 0.02, 0.002] \). When evaluated by Autoattack, the distortion levels on MNIST, CIFAR10, STL10 and Tiny ImageNet are 0.3, 0.03, 0.03 and 0.01 respectively. As mentioned in the notation part, all the distortion levels are reported in the normalized \([0,1]\) space. All the methods are trained for 30 epochs on the datasets. The experimental results against \( l_\infty \)-PGD are shown in Figure 3.

Table 2. Testing accuracy (%) of two defense methods under C&W attack with \( l_2 \leq 0.005 \).

<table>
<thead>
<tr>
<th>Method</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defense-GAN</td>
<td>55.0</td>
</tr>
<tr>
<td>ER-Classifier</td>
<td>99.1</td>
</tr>
</tbody>
</table>

We also compare Defense-GAN [43] with our method ER-Classifier on MNIST. Although Defense-GAN was shown to be partly broken by [2, 23], both ER-Classifier and Defense-GAN leverage the power of generative models to improve adversarial robustness, and comparing to Defense-GAN is important to demonstrate the advantage of our novel Wassserstein distance regularization. Please note that Defense-GAN is not our major comparison baseline in this paper.

Both ER-Classifier and Defense-GAN are evaluated against the \( l_2 \)-C&W untargeted attack, one of the strongest white-box attacks proposed by [6]. Defense-GAN is evaluated using the method proposed by [2], and the code is available on github\(^1\). ER-Classifier is evaluated against \( l_2 \)-C&W untargeted attack with the same hyper-parameter values as those used in the evaluation of Defense-GAN. The results under \( l_2 \leq 0.005 \) threshold are shown in Table 2. Based on Table 2, ER-Classifier is much more robust than Defense-GAN under the \( l_2 \leq 0.005 \) threshold. Since [43] did not evaluate Defense-GAN on CIFAR10, STL10 and Tiny ImageNet, without details of GAN structure, we can not compare with Defense-GAN on these datasets.

### 4.2. Evaluate Models Under Black-box Attack

We evaluate ER-Classifier against a recently proposed black-box attack method called RayS [7] on four benchmark datasets to test the performance of the proposed framework under black-box setting. RayS is an adversarial attack that only requires the target model’s prediction. RayS is performed on 1,000 random samples from each benchmark dataset since the attack process takes a long time. In the experiment, the maximum number of queries is set to be 10,000\(^2\). We report the robust accuracy in Table 3.

### 4.3. Evaluate the Effect of Discriminator

The ER-Classifier framework consists of three parts, where the classification task is done by the encoder \( Q_\phi \), and classifier \( C_\gamma \), and the regularization task is done by the discriminator \( D_\psi \). The encoder and classifier are not different from the general deep neural network classifier. To show that it is embedding space regularization improves the robustness, we fit a framework with only the encoder and classifier part (E-CLA), where the encoder and classifier have the same structures as in ER-Classifier, and com-

---

\(^1\)Publicly available at https://github.com/anishathalye/obfuscated-gradients/tree/master/defensegan

\(^2\)Code available at https://github.com/uclaml/RayS
pare E-CLA with ER-Classifier framework. For a fair comparison, both structures are trained without min-max robust optimization. The results are shown in Figure 4.

Based on Figure 4, we can observe that ER-Classifier is much more robust than E-CLA structure on MNIST, CIFAR10 and Tiny Imagenet. It is also more robust on STL10 but not that much. The reason might be that there are only 5,000 training images in STL10 and the resolution is 96 × 96. Therefore, it is harder to learn a good embedding with a limited amount of images. However, even when the number of training images is limited, ER-Classifier is still much more robust than the E-CLA structure. This observation demonstrates that regularization on the embedding space helps improve the adversarial robustness. Notice that the performance of the E-CLA structure is similar to the performance of the model without defense method on CIFAR10, STL10 and Tiny Imagenet, and worse on MNIST, which means the robustness of ER-Classifier does not come from the structure design.

Variational auto-encoder can project the images to low-dimensional space and use Kullback–Leibler divergence to regularize the embedding distribution, which does not need discriminator structure. Therefore, we also tried VAE-CLA, which applies Variational auto-encoder structure to do the projection and regularization. The experimental results in Figure 4 show that VAE-CLA does not perform as well as ER-Classifier. Based on the observation of the Kullback–Leibler loss and classification loss during the training process, it seems difficult for VAE-CLA to balance between the two tasks.

4.4. Embedding Visualization

In this section, we compare the embedding learned by Encoder+Classifier structure (E-CLA) and the embedding learned by ER-Classifier without min-max robust optimization on several datasets. We first generate embedding of testing data using the encoder (\( \tilde{z} = Q_\phi(x) \)), then project the embedding (\( \tilde{z} \)) to 2-D space by tSNE [34]. Adversarial images (\( x_{adv} \)) are generated using \( l_\infty \)-PGD attack. The adversarial embedding is generated by feeding the adversarial images into the encoder (\( \tilde{z}_{adv} = Q_\phi(x_{adv}) \)). Finally, we project the adversarial embedding (\( \tilde{z}_{adv} \)) to 2-D space. The results are shown in Figures 5 and 6. The first two plots are embedding visualization for E-CLA, and the last two plots are the embedding visualization for ER-Classifier. In adversarial embedding visualization plots, the mis-classified point is marked as “down triangle”, which means the PGD attack successfully changed the prediction, and the correctly classified point is marked as “point”, which means the attack fails.

We can see that E-CLA can learn a good embedding on natural images of MNIST. In the first plot of Figure 5, embedding for different classes are well separated on the 2D space, but under adversarial attack (second plot of Figure 5), some points of different classes are mixed together. However, ER-Classifier can generate good separated embedding on both natural and adversarial images (last two plots of Figure 5). On CIFAR10, the E-CLA can not generate good separated embedding on either natural or adversarial images (first two plots of Figure 6), while ER-Classifier can generate good separated embedding for both (last two plots of Figure 6).

4.5. ER-Detector

In this section, we compare the performance of the proposed detection method (ER-Detector) with baseline adversarial example detection methods on MNIST and CIFAR10 to show that the ER-Classifier framework can be combined with a detection method to further improve the adversarial robustness. There are two versions of ER-Detector: ER1 performs classification on the direct output \( \tilde{Z} \) and ER2 performs classification on the combined code \( Z' \).

4.5.1 Setup and Criteria

For both MNIST and CIFAR10, deep neural networks without any defense methods are used as baseline nets for KD-Detection and LID detection methods. The networks are trained on the designated training set. The designated testing set is split into set I (20%) and set II (80%). The detectors for KD, LID and ER-Detector, are trained on set I, then evaluated on set II (80%).

The detection methods are evaluated against FGSM, PGD and C&W attacks, which are frequently used to benchmark the detection methods. For FGSM and PGD, the \( l_\infty \) distortion levels (\( \epsilon \)) are 0.3 on MNIST and 0.03 on CIFAR10. Those are standard values used in many previous
papers [2, 36, 33]. As for C&W attacks, the \( l_2 \) distortions are bounded by 0.007 for MNIST and 0.004 for CIFAR10.

Assume that there are \( N \) adversarial examples, and \( M \) natural examples. \( n_{adv} \) represents the number of adversarial examples correctly detected by the detection method. \( m_{nadv} \) represents the number of non-adversarial examples correctly found by the detection method. Out of the undetected adversarial examples, \( n_{cla} \) is the number of them that are correctly classified. Table 4 lists the criteria used to evaluate the performance of the detection methods.

The detection method should not detect the non-adversarial examples as adversarial ones, i.e. the false positive rate should not be high. The higher the ACC-NADV, the lower the false positive rate. Besides, the detection method should also recognize the adversarial examples correctly, and if not detected, it should classify them correctly. Since ACC-ADV only considers the detection accuracy of adversarial examples, it does not fully represent the “ability” of detectors in handling adversarial examples. Instead, ACC-COM represents the accuracy for detecting and classifying adversarial examples. Therefore, ACC-NADV and ACC-COM are two important criteria reflecting the overall performance of the detectors.

### 4.5.2 Detectors Against “Familiar” Adversary

In this part, we test the performance of the detection methods against the adversary that have been “seen” by the detectors, which means that the detectors are first trained with the adversarial examples generated by an attack method, and then tested with adversarial examples crafted by the same attack method. The performance of the detection methods are shown in Table 5. The numbers in the table are percentage (%), and the best ACC-NADV and ACC-COM are marked in **bold**.

Based on Table 5, ERs perform better than KD and LID on MNIST, especially when evaluated against the PGD attacks. KD also performs well when tested against the C&W attack, but the accuracy for detecting non-adversarial examples is lower than those of ERs. ERs also perform better...
Table 5. Performance on MNIST and CIFAR10 against PGD, FGSM and C&W attacks.

<table>
<thead>
<tr>
<th>Data</th>
<th>Metric</th>
<th>PGD KD</th>
<th>PGD LID</th>
<th>PGD ER1</th>
<th>PGD ER2</th>
<th>FGSM KD</th>
<th>FGSM LID</th>
<th>FGSM ER1</th>
<th>FGSM ER2</th>
<th>C&amp;W KD</th>
<th>C&amp;W LID</th>
<th>C&amp;W ER1</th>
<th>C&amp;W ER2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>ACC-NADV</td>
<td>90.71</td>
<td>91.24</td>
<td>97.41</td>
<td>97.94</td>
<td>99.26</td>
<td>98.97</td>
<td>94.38</td>
<td>93.94</td>
<td>100.00</td>
<td>52.38</td>
<td>99.91</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>ACC-COM</td>
<td>29.87</td>
<td>28.12</td>
<td>63.81</td>
<td>44.13</td>
<td>78.46</td>
<td>58.33</td>
<td>81.15</td>
<td>76.70</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>ACC-NADV</td>
<td>94.56</td>
<td>94.86</td>
<td>98.44</td>
<td>97.54</td>
<td>93.01</td>
<td>92.74</td>
<td>97.62</td>
<td>97.69</td>
<td>88.76</td>
<td>91.86</td>
<td>92.13</td>
<td>93.45</td>
</tr>
<tr>
<td></td>
<td>ACC-COM</td>
<td>29.33</td>
<td>79.30</td>
<td>80.49</td>
<td>86.78</td>
<td>50.04</td>
<td>58.17</td>
<td>59.82</td>
<td>61.60</td>
<td>60.00</td>
<td>82.03</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 6. Trained on FGSM adv.examples and tested by adv.examples generated from PGD and C&W.

<table>
<thead>
<tr>
<th>Data</th>
<th>Metric</th>
<th>PGD KD</th>
<th>PGD LID</th>
<th>PGD ER1</th>
<th>PGD ER2</th>
<th>FGSM KD</th>
<th>FGSM LID</th>
<th>FGSM ER1</th>
<th>FGSM ER2</th>
<th>C&amp;W KD</th>
<th>C&amp;W LID</th>
<th>C&amp;W ER1</th>
<th>C&amp;W ER2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>ACC-NADV</td>
<td>81.41</td>
<td>89.50</td>
<td>69.99</td>
<td>69.66</td>
<td>80.28</td>
<td>75.48</td>
<td>91.82</td>
<td>94.34</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>ACC-COM</td>
<td>51.23</td>
<td>28.56</td>
<td>60.09</td>
<td>41.87</td>
<td>100.00</td>
<td>11.18</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>ACC-NADV</td>
<td>98.31</td>
<td>90.50</td>
<td>95.59</td>
<td>94.75</td>
<td>80.55</td>
<td>40.00</td>
<td>80.79</td>
<td>85.48</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>ACC-COM</td>
<td>23.71</td>
<td>60.90</td>
<td>62.86</td>
<td>72.20</td>
<td>10.06</td>
<td>17.65</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 7. Trained on PGD adv.examples and tested by adv.examples generated from FGSM and C&W.

<table>
<thead>
<tr>
<th>Data</th>
<th>Metric</th>
<th>PGD KD</th>
<th>PGD LID</th>
<th>PGD ER1</th>
<th>PGD ER2</th>
<th>FGSM KD</th>
<th>FGSM LID</th>
<th>FGSM ER1</th>
<th>FGSM ER2</th>
<th>C&amp;W KD</th>
<th>C&amp;W LID</th>
<th>C&amp;W ER1</th>
<th>C&amp;W ER2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>ACC-NADV</td>
<td>97.42</td>
<td>91.19</td>
<td>77.09</td>
<td>92.09</td>
<td>90.38</td>
<td>81.33</td>
<td>99.99</td>
<td>91.12</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>ACC-COM</td>
<td>57.05</td>
<td>47.22</td>
<td>99.18</td>
<td>82.31</td>
<td>10.05</td>
<td>27.01</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>ACC-NADV</td>
<td>97.89</td>
<td>94.79</td>
<td>96.18</td>
<td>97.54</td>
<td>85.18</td>
<td>84.41</td>
<td>91.90</td>
<td>79.07</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>ACC-COM</td>
<td>40.37</td>
<td>36.63</td>
<td>59.13</td>
<td>60.86</td>
<td>100.00</td>
<td>10.06</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

than KD and LID on CIFAR10 against all three attacks. The ACC-COMs of ERs are better than those of KD and LID, which means ERs do well in detecting and classifying adversarial examples. Overall, ERs perform better than the baseline methods in the “familiar” adversary setting.

4.5.3 Cross Attack

We now evaluate the performances of the detectors under the setting that the detectors are trained on adversarial examples generated by one attack method, and tested on adversarial examples crafted by another method. This is a more realistic setting since the detection system cannot predict what kind of attack strategy will be used by the adversary. Therefore, the performances of detection methods under the cross-attack setting are important. The experimental results are shown in Tables 6-8 (“adv.examples” stands for “adversarial examples”).

Based on Tables 6-8, ERs perform better than KD and LID on MNIST in cross-setting, especially when trained on PGD adversarial examples and attacked by C&W. When trained on PGD adversarial examples and attacked by FGSM, KD performs better in terms of ACC-NADV. But the corresponding ACC-COM of KD is much worse than those of ERs. Taking both ACC-NADV and ACC-COM into consideration, ER2 performs best when trained on PGD adversarial examples and attacked by FGSM.

In general, ERs perform better than KD and LID on CIFAR10 in cross-setting. Based on Table 6, when trained on FGSM adversarial examples and attacked by PGD on CIFAR10, ERs perform better than the baseline methods. When attacked by C&W, the ACC-NADV of KD is higher than those of ERs. However, the corresponding ACC-COM of KD is much lower than those of ERs. The ACC-COM of KD is only 10.06% while the ACC-COMs of ERs are 100%. Taking both criteria into consideration, ERs perform better than KD and LID when trained on FGSM adversarial examples and attacked by other methods on CIFAR10. Based on Table 7, when trained on PGD adversarial examples and attacked by FGSM on CIFAR10, ERs perform better than KD and LID. However, when attacked by C&W, KD performs the best and ERs perform slightly worse in terms of ACC-NADV. Based on Table 8, when trained on C&W adversarial examples and attacked by PGD on CIFAR10, ERs perform better than other baseline methods. When attacked by FGSM, ACC-COM of KD is slightly better than those of ERs. The difference is not significant as the ACC-COM of ER2 is 59.91% and that of KD is 60.89%. However, ACC-NADV of KD is much worse than those of ERs. The ACC-NADV of KD is 85.73% and those of ERs are 100% and 99.84%. Therefore, taking both criteria into consideration, ER2 performs the best.

See more experimental results on adversarial detection in Appendix D. ER-Detector also performs well against high-confidence adversarial examples. Due to the page limit, the results of comparing detectors against high-confidence adversarial examples and the results of evaluating the effect of regularization on detection performance are moved to Appendix D.

5. Conclusion

In this paper, we propose a new defense framework, ER-Classifier, which improves the robustness of deep neural networks through embedding regularization. A discriminator is trained to minimize the discrepancy between the embedding space distribution and the prior distribution. Theoretical analysis shows that our framework is not distracted from the main goal of the model, to do classification well. We empirically show that ER-Classifier is more robust than other state-of-the-art defense methods on several benchmark datasets. Future work will include further exploration of the low-dimensional space to improve the robustness of deep neural networks.
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