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Abstract

In this paper, we propose HF2-VAD, a Hybrid framework
that integrates Flow reconstruction and Frame prediction
seamlessly to handle Video Anomaly Detection. Firstly, we
design the network of ML-MemAE-SC (Multi-Level Mem-
ory modules in an Autoencoder with Skip Connections) to
memorize normal patterns for optical flow reconstruction
so that abnormal events can be sensitively identified with
larger flow reconstruction errors. More importantly, condi-
tioned on the reconstructed flows, we then employ a Con-
ditional Variational Autoencoder (CVAE), which captures
the high correlation between video frame and optical flow,
to predict the next frame given several previous frames. By
CVAE, the quality of flow reconstruction essentially influ-
ences that of frame prediction. Therefore, poorly recon-
structed optical flows of abnormal events further deterio-
rate the quality of the final predicted future frame, mak-
ing the anomalies more detectable. Experimental results
demonstrate the effectiveness of the proposed method. Code
is available at https://github.com/LiUzHiAn/hf2vad.

1. Introduction

Video Anomaly Detection (VAD) refers to the identifi-
cation of events that do not conform to expected behav-
iors [3] in a video, with one example shown in Figure 1.
This is an open and very challenging task as abnormal
events usually much less happen than normal ones and the
forms of abnormal events are unbounded in practical ap-
plications [25]. Obviously, it is impossible to collect all
kinds of abnormal data in advance. Therefore, a typical so-
lution to video anomaly detection is to train an unsupervised
learning model on normal data, and those events or activi-
ties that are recognized by the trained model as outliers are
then deemed as anomalies.
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Figure 1. An anomaly example from CUHK Avenue [29] dataset.
Here “running” is identified as an anomaly event on the walking
avenue, and the blue dashed rectangles denote ground-truth ab-
normal sections where a person is running. The blue curve is the
result of HF2-VAD, the red curve is the result with flow recon-
struction only, and the green curve is the result with a CVAE based
frame prediction model conditioned on original flows. Area Un-
der the Receiver Operation Characteristic (AUROC) is calculated.
As can be seen, HF2-VAD that combines flow reconstruction and
reconstructed-flow guided future prediction performs the best.

Nowadays deep learning has shown great success in
many real-world tasks such as visual recognition [13, 12,
14, 26], object detection [19, 28, 27, 15], shadow detection
and removal [4, 44, 49, 48, 18], trajectory prediction [41],
and image captioning [5]. Rather than traditional hand-
crafted feature based methods [1, 20, 2, 34], a lot of modern
deep neural network based methods [11, 45, 50, 31, 25, 30,
8, 36, 38, 47, 43, 24] have been proposed for VAD. In the era
of deep learning, reconstruction and future prediction are
two prevalent VAD paradigms. Reconstruction-based meth-
ods [11, 31, 8, 36, 7, 38] typically train autoencoders on
normal data. At test time, abnormal data often incurs larger
reconstruction errors, making them detectable from normal
ones. Taking advantage of temporal characteristics of video
frames, prediction-based methods [25, 30, 47] train a net-
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work to predict the next frame based on the given previous
frames and use prediction error for anomaly measuring. Re-
cently, several works [50, 46, 35] are proposed to combine
these two paradigms in a hybrid manner. Although these
state-of-the-art methods have been able to detect anomalies
in most cases, the results are still far from perfect.

In this paper, we propose a novel hybrid framework in a
combination of flow reconstruction and flow-guided frame
prediction, named as “HF2-VAD”, for video anomaly de-
tection. As illustrated in Figure 2, the Conditional VAE
(CVAE) based future frame prediction model accepts both
previous video frames and optical flows as input. But in-
stead of original flows, we reconstruct them in advance and
then input the reconstructed flows into the CVAE model.

Inspired by [8, 38], we design a Multi-Level Memory-
augmented Autoencoder with Skip Connections (ML-
MemAE-SC) for optical flow reconstruction. Multiple
memory modules are employed to memorize normal pat-
terns at different feature levels, while skip connections are
added between encoder and decoder to compensate for the
strong information compression due to the memories. We
observe that such a well-designed flow reconstruction net-
work can reconstruct normal flows more clearly while pro-
ducing larger reconstruction error for abnormal input.

We use the model of CVAE [42] for future frame pre-
diction. On one hand, it takes the reconstructed flows
by ML-MemAE-SC as condition, unifying the reconstruc-
tion module into the prediction pipeline naturally. On the
other hand, by maximizing the quantity of evidence lower
bound (ELBO) induced from the variables of observed
video frames and reconstructed optical flows, the CVAE
module essentially encodes the consistency between the in-
put frames and flows when taking them for the future frame
prediction.

The above design facilitates to utilize the quality gap
between the reconstructed normal and abnormal flows to
improve the VAD accuracy of the CVAE-based prediction
module. That is, the reconstructed normal flows usually
have higher quality, with which the prediction module can
successfully predict the future frame with smaller predic-
tion error. In contrast, the reconstructed abnormal flows
usually have lower quality, thus leading to future frame with
larger prediction error. We use both the flow reconstruc-
tion and frame prediction errors as our final anomaly de-
tection cues. In summary, the following aspects distinguish
our work from the previous works [25, 8, 7, 47, 36, 30, 47]:

• First of all, multi-level memory modules are utilized
in an encoder-decoder structure with skip connections,
which guarantees normal patterns are well memorized
so that the abnormal events or activities are sensitively
identified.

• Second, we design the HF2-VAD hybrid method that

predicts future frame from both previous video frames
and the corresponding optical flows but with the flows
being reconstructed beforehand. The reconstruction
error enlarges the prediction error so that anomaly can
be more easily detected.

• Finally, we conduct extensive experiments on three
public datasets which show that our proposed HF2-
VAD achieves better anomaly detection performance
than state-of-the-art methods.

2. Related work
Video anomaly detection. Feature extraction followed

by a normality modeling was a popular paradigm in early
works [40, 1, 20]. With the powerful feature representation
capability of CNNs, many deep learning based VAD meth-
ods have been proposed in recent years. Reconstruction-
based and prediction-based methods are the two main-
streams in the VAD community. In the reconstruction camp,
autoencoders (AEs) are widely leveraged to reconstruct the
training data, such as Conv-AE [11], ConvLSTM-AE [31]
and GMFC-VAE [7]. They assume the anomalies are hard
to be reconstructed well by the AE trained only on normal
data. But this assumption not always holds since AE some-
times generalizes so well [8]. In the prediction camp, Liu
et al. [25] first propose to predict the future frame and use
prediction error as the anomaly indicator. Lu et al. [30]
then introduce a variational Conv-LSTM for prediction. Yu
et al. [47] borrow the cloze test concept in language study
and apply it to video event completion, in which multiple
models are built to predict each frame or flow in a clip
separately. However, these methods simply take previous
frames as input to predict the future, ignoring the correla-
tion between optical flow and video frame. Further, some
works joint these two paradigms together to develop hybrid
approaches. For example, an AE comprising a shared en-
coder and two separate decoders is proposed in [36], to re-
construct frame and predict flow separately. Ye et al. [46]
decompose reconstruction into prediction and refinement,
proposing a predictive coding network. In our work, we in-
tegrate flow reconstruction and frame prediction seamlessly,
making the quality of flow reconstruction essentially influ-
ence that of frame prediction.

Memory networks. Memory module in neural networks
has attracted much attention recently. Graves et al. [10] in-
troduce a differentiable neural computer model which con-
sists of a neural network to extract features and an external
memory module to store information explicitly. In order to
suppress the generalization capability of AE, Gong et al. [8]
propose a Memory-augmented Autoencoder (MemAE) for
anomaly detection. MemAE receives information from the
encoder and then uses it as a query to retrieve some similar
memory slots which are then combined to yield new encod-
ing features for the decoder to reconstruct. The MemAE
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Figure 2. Overview of the proposed HF2-VAD which integrates flow reconstruction and frame prediction into a unified framework. We
first reconstruct the optical flows y1:t by an autoencoder with multi-level memory modules and skip connections to obtain ŷ1:t. Then, the
reconstructed optical flows together with the video frames x1:t are used by a CVAE model to predict the next future frame. If an abnormal
event occurs, (1) the reconstructed optical flows ŷ1:t will show significant reconstruction error to its ground truth y1:t, (2) using the ŷ1:t as
a condition to guide future frame prediction, the prediction error (i.e., difference between x̂t+1 and xt+1) will be enlarged further.

is trained on normal data, thus encouraged to store nor-
mal patterns in the memory. Park et al. [38] follow this
trend and present a more compact memory that can be up-
dated during testing. In their works, the memory module is
only placed at the bottleneck. We extend it and propose a
multi-level memory-augmented autoencoder with skip con-
nections which captures the normal patterns at different fea-
ture levels and train it on optical flows.

VAE and CVAE. Along with the advances in discrim-
inative models, generative models have also made great
progress, such as GAN [9] and VAE [22]. In particular,
VAE is a directed graphical model with latent variables,
which includes a recognition process and a generative pro-
cess. In the generative process (i.e., decoding), the data
x is generated by the distribution pθ(x|z) when given la-
tent variables z. Kingma and Welling [22] then introduce a
recognition process qϕ(z|x) to approximate the intractable
true posterior. Both the recognition and generative distri-
butions can be learned by maximizing the log-likelihood
of the p(x) through the surrogate evidence lower bound
(ELBO) objective function. To address the structured pre-
diction problem, Sohn et al. [42] model the distribution of
the output space conditioning on the input observation and
propose CVAE. Let x, y and z represent the output data,
observed condition and latent variables, CVAE is composed
of a recognition network qϕ(z|x, y), a conditional prior net-
work pθ(z|y) and a generation network pθ(x|y, z). Esser et
al. [6] follow the CVAE framework and design a variational
UNet that can disentangle the appearance and shape infor-
mation of an image by which the image generating process
can be well controlled. Different from them, we propose
to predict future frame by CVAE with optical flow as the
condition.

3. Methodology

As illustrated in Figure 2, our framework HF2-VAD
is composed of two components: Multi-Level Memory-
augmented Autoencoder with Skip Connections (ML-
MemAE-SC) for flow reconstruction followed by Condi-
tional Variational Autoencoder (CVAE) for frame predic-
tion. The whole framework is trained on normal data. At
test time, both the reconstruction and prediction errors, i.e.,
the difference between y1:t and ŷ1:t, and xt+1 and x̂t+1, are
used for anomaly detection.

In the following sections, we introduce ML-MemAE-
SC first, and then the CVAE based future frame prediction
model. Finally, we show how to use our model for anomaly
detection.

3.1. Multi-Level Memory-augmented Autoencoder
with Skip Connections

Placing a memory module at the bottleneck of AE is a
recent development in VAD community [8, 38]. Figure 3
(a) shows this kind of Memory-augmented Autoencoder
(MemAE). However, we observe that using just one mem-
ory can not guarantee all the normal patterns to be remem-
bered, and abnormal input still has a certain chance to be
reconstructed well. A natural extension to MemAE is plac-
ing more memory modules in other levels of AE as shown
in Figure 3 (b), but too many memories lead to excessive in-
formation filtering, degrading the network to remember the
most representative normal patterns rather than all needed
ones. We solve this problem by adding skip connections
between encoder and decoder, obtaining the Multi-Level
Memory-augmented Autoencoder with Skip Connections
(ML-MemAE-SC), as shown in Figure 3 (c). On one hand,
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Figure 3. (a) Structure of MemAE in which a memory module is placed at the bottleneck. (b) Extending MemAE with more memory
modules in other levels of the decoder. (c) On the basis of (b), skip connections are added, but the black dotted skip connection should not
be added, otherwise the functions of all the memory modules would be overridden.

the skip connections directly transfer encoding information
to the decoder, providing more information for memories in
different levels to discover normal patterns. On the other
hand, with higher-level encoding features, though being fil-
tered by the memories, the network can decode the input
more easily. At test time, the proposed ML-MemAE-SC
can reconstruct normal data clearly while performs poorly
for abnormal data. To make it easy for readers to validate
this, we conduct a toy example to explore many memory-
augmented autoencoder variants and demonstrate the effi-
cacy of the proposed ML-MemAE-SC. See Figure 4.

It is worth noting that the outermost skip connection,
i.e., the black dotted one in Figure 3 (c), should not be
added. Otherwise the reconstruction might be fulfilled
by the highest-level encoding-decoding information, mak-
ing all other lower-level encoding, decoding and memory
blocks not work.

We design a four-level ML-MemAE-SC, including three
encoding-decoding levels and the bottleneck. In each level
of the encoder, we stack two convolution blocks followed
by a downsampling layer. In each level of the decoder,
we first copy the feature map from the encoder and then
concatenate it with the upsampled feature maps of the
lower level. The concatenation then sequentially passes
through two convolution blocks, a memory module, and
an upsampling layer. In our implementation, a convolution
block contains three layers: a convolution layer, a batch-
normalization layer [17] and a ReLU activation layer [33].
The downsampling and upsampling layers are implemented
by convolution and deconvolution [37].

For the memory modules, we adopt a similar implemen-
tation of [8]. Each memory module is actually a matrix
M ∈ RN×C . Each row of the matrix is called a slot mi

with i = 1, 2, 3, ..., N . The role of a memory module is
to represent the features fed into it by the weighted sum of
similar memory slots, thus has the capability of remember-
ing normal patterns when trained on normal data.

To train ML-MemAE-SC, we can feed normal video, im-
age or optical flow into it, and try to reconstruct the input
data. Let y be the input data, and ŷ be the reconstructed
result, we minimize the ℓ2 distance between y and ŷ as the
reconstruction loss:

Lrecon = ||y − ŷ||22. (1)

Following [8], we add the entropy loss on the matching

probabilities ŵi for each memory module as:

Lent =
M∑
i=1

N∑
k=1

−ŵi,k log (ŵi,k) , (2)

where M is the number of memory modules and ŵi,k is the
matching probabilities for the k-th slot in the i-th memory
module. We balance the above two loss functions to obtain
the following loss function to train ML-MemAE-SC:

LML−MemAE−SC = λreconLrecon + λentLent. (3)

3.2. Conditional Variational Autoencoder for Fu-
ture Frame Prediction

Future frame prediction is another prevalent VAD
paradigm, often obtaining better anomaly detection accu-
racy than reconstruction-based methods [47, 38]. Future
frame prediction tries to model p(xt+1|x1:t) such that the
next frame xt+1 can be generated given x1:t. Many works
have explored the usage of optical flow as the auxiliary in-
formation to increase prediction accuracy [25, 36], but to
our best knowledge there is no work that directly models
p(xt+1|x1:t, y1:t), where y1:t represents previous t flows.

Note that xt can be warped to xt+1 given optical flow
yt, thus a vanilla network that directly maps x1:t and y1:t
to xt+1 may learn a trial mapping. We observe that x1:t

and xt+1 are from a very short duration in a video, and they
are very similar to each other in content. It is reasonable
to assume that x1:t and xt+1 are determined by the same
hidden variables z that control the content information. We
thus resort to Conditional Variational Autoencoder (CVAE)
as the generative model for modeling p(xt+1|x1:t, y1:t), in
which we compute z from x1:t, and then generate xt+1 from
z, with y1:t as the conditions.

Formally, we have the following ELBO :

log p(xt+1|y1:t) ≥ Eq log
p(xt+1|z, y1:t)p(z|y1:t)

q(z|xt+1, y1:t)
. (4)

Replacing q(z|xt+1, y1:t) in Eq. 4 by q(z|x1:t, y1:t) yields:

log p(xt+1|y1:t) ≥ Eq log
p(xt+1|z, y1:t)p(z|y1:t)

q(z|xt+1, y1:t)

≈ Eq log
p(xt+1|z, y1:t)p(z|y1:t)

q(z|x1:t, y1:t)

= −KL[q(z|x1:t, y1:t) || p(z|y1:t)]
+ Eq[log p(xt+1|z, y1:t)], (5)
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where KL denotes Kullback-Leibler divergence.
Guided by Eq. 5, we design our future prediction model

as shown in Figure 2. We have two encoders Eθ and Fϕ,
and one decoder Dψ . Eθ encodes optical flows y1:t to ob-
tain Eθ(y1:t) from which the prior distribution p(z|y1:t) can
be obtained. Fϕ admits the concatenation of x1:t and y1:t
and outputs features Fϕ(x1:t, y1:t) from which the posterior
distribution q(z|x1:t, y1:t) can be obtained. During training,
we sample z from the posterior distribution, and concate-
nate z with the conditions Eθ(y1:t), which are finally sent
to the decoder Dψ to generate the future frame x̂t+1. In-
spired by the Variational UNet proposed in [6], we add skip
connections between Fϕ and Dψ to help generating xt+1.

We assume p(xt+1|z, y1:t), p(z|y1:t) and q(z|x1:t, y1:t)
in Eq. 5 are all parametric Gaussian distributions. Hence, as
the common practice in VAE [22], we arrive at the following
loss function containing two parts:

LCV AE =KL[q(z|x1:t, y1:t)||p(z|y1:t)]
+ ||xt+1 − x̂t+1||22, (6)

where xt+1 is the ground truth future frame. Follow-
ing [25], we also define a gradient loss:

Lgd(X, X̂) =
∑
i,j

∣∣∣|Xi,j −Xi−1,j | − |X̂i,j − X̂i−1,j |
∣∣∣∣∣∣|Xi,j −Xi,j−1| − |X̂i,j − X̂i,j−1|

∣∣∣, (7)

where i, j indicate spatial pixel position in an image. Com-
bining Eq. 6 and the gradient loss between the predicted
future frame and its ground truth, we train our CVAE model
by the following loss function:

L = λCV AELCV AE + λgdLgd(x̂t+1, xt+1), (8)

where λCV AE and λgd are the balancing hyper-parameters.
Deterministic vs. stochastic future prediction during

testing. At test time, we can sample z stochastically in or-
der to generate the future frame. But this would synthesize
slightly different future frames at different time. In order to
predict the future frame deterministically, we use the mean
of the posterior distribution q(z|x1:t, y1:t) as the sampled z
at test time, and all the experimental results of our method
in this paper are obtained under this sampling strategy. But
note that this two kinds of sampling strategies have similar
anomaly detection performance. Please see the supplemen-
tal material for more details.

3.3. Anomaly detection

At test time, our anomaly score is composed of two parts:
(1) the flow reconstruction error as Sr = ||ŷ1:t − y1:t||22
and (2) the future frame prediction error as Sp = ||x̂t+1 −
xt+1||22. We obtain the anomaly score by fusing the two

Input
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Figure 4. Visualization examples of memory-augmented autoen-
coder variants for reconstruction task on MNIST [23] dataset.

errors using a weighted sum strategy as:

S = wr ·
Sr − µr

σr
+ wp ·

Sp − µp
σp

, (9)

where µr, σr, µp, σp are means and standard deviations of
reconstruction errors and prediction errors of all the training
samples, wr and wp are the weights of the two scores.

4. Experiments

4.1. Toy experiments on MNIST

We conduct toy anomaly detection experiments on the
MNIST [23] dataset to explore the variations of memory-
augmented autoencoders. We use “2” of the training set of
MNIST as the normal data to train our models, and use the
testing set of MNIST as our test data in which digits other
than “2” are abnormal. We compare among 6 variants, the
architectures of which are shown in the top row of Figure 4
from (a) to (f). (a) is the original MemAE. (b) is a variant
of (a) by adding memory modules at all other levels of the
decoder. (c) is another variant of (a) by adding skip con-
nections between encoder and decoder at all levels. (d) is
the combination of (b) and (c). In (e), we add one more
memory to MemAE in the next level after bottleneck and
also a skip connection for that level. In (f), we extend (e) by
adding another pair of memory and skip connection in the
next level further, which is the proposed ML-MemAE-SC.

As shown in Figure 4, MemAE reconstructs normal “2”
very well, but it also reconstructs “3” and “7” success-
fully which however are anomalies. By simply adding more
memory modules in (b), all tested inputs are reconstructed
to a blurry “2”, demonstrating that cascaded memories are
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too aggressive to filter out all useful information. The mod-
els in (c) and (d) reconstruct both normal and abnormal in-
puts very clearly, due to the reason that the function of the
memories is blocked by the outer skip connections. In (e)
and (f), skip connection and memory are added in pairs,
with skip connection providing additional features for the
corresponding memory to learn more normal patterns. As
can be seen, the reconstructed outputs of normal data in (e)
and (f) are more clear than those in (a), while for the abnor-
mal inputs other than “2”, the models in (e) and (f) try to
reconstruct them to “2” which cannot be accomplished by
MemAE, indicating normality is better learned in (e) and
(f). Since (f) has one more pair of skip connection and mem-
ory, the results of (f) are even better than those of (e).

4.2. Video Anomaly Detection Experiments

Datasets. To evaluate both qualitative and quantitative
results of the proposed HF2-VAD and compare it with state-
of-the-art algorithms, we conduct experiments on three pub-
lic video anomaly detection datasets, i.e., UCSD Ped2 [34],
CUHK Avenue [29] and ShanghaiTech [32]. (a) UCSD
Ped2 consists of 16 training videos and 12 testing videos,
acquired with a stationary camera. The training normal data
contains only pedestrians walking, while abnormal events
are due to either the circulation of non-pedestrian entities
(e.g. car) or anomalous pedestrian motion patterns (e.g.
skateboarding). (b) CUHK Avenue includes 16 training and
21 testing videos, collected from a fixed scene. There are 47
abnormal events in total such as running, throwing bag, etc.
(c) ShanghaiTech is very challenging that contains videos
from 13 scenes with complex light conditions and camera
angles. The overall number of frames for training and test-
ing reach 274K and 42K, respectively. There exist 130 ab-
normal events in the test set, scattering in 17K frames.

Evaluation criterion. Following the popular evaluation
metric in VAD literature [34, 29, 25, 8, 47], we measure
the Area Under the Receiver Operation Characteristic (AU-
ROC) by varying the threshold over anomaly score. Higher
AUROC indicates better VAD accuracy.

Implementation details. We do not train our model on
the whole video frames but the foreground objects. Fol-
lowing [47], we extract all foreground objects for the train-
ing and testing videos. Each object is identified by an RoI
bounding box. For each RoI, we build a spatial-temporal
cube (STC) that contains not only the object in the current
frame but also the contents in the same bounding box of
previous t frames, where t = 4. The width and height of
STCs are both resized to 32. Similarly, we extract the cor-
responding STCs for optical flows, which are estimated by
FlowNet2.0 [16]. The extracted STCs for objects and op-
tical flows are the buildingblocks used to train our model.
During testing, the anomaly score of a frame is the maxi-
mum score of all objects in it. Considering the continuity

Table 1. Comparison of frame-level anomaly detection perfor-
mance with state-of-the-art methods. We calculate AUROC ↑ (%)
on UCSD Ped2 [34], CUHK Avenue [29] and ShanghaiTech [32].
Numbers in bold indicate the best results.

Method UCSD Ped2 CUHK Avenue SHTech
Conv-AE [11] 90.0 70.2 -

ConvLSTM-AE [31] 88.1 77.0 -
GMFC-VAE [7] 92.2 83.4 -

MemAE [8] 94.1 83.3 71.2
MNAD-R [38] 90.2 82.8 69.8

Frame-Pred. [25] 95.4 85.1 72.8
Conv-VRNN [30] 96.1 85.8 -

MNAD-P [38] 97.0 88.5 70.5
VEC [47] 97.3 90.2 74.8

ST-AE [50] 91.2 80.9 -
AMC [36] 96.2 86.9 -

AnoPCN [46] 96.8 86.2 73.6
HF2-VAD w/o FP 98.8 86.8 73.1
HF2-VAD w/o FR 94.5 90.2 76.0

HF2-VAD 99.3 91.1 76.2

of activity, the anomaly scores of a video are smoothed by
a median filter whose window size is 17.

We use PyTorch [39] to implement HF2-VAD and adopt
Adam optimizer [21] with β1 = 0.9, β2 = 0.999 to opti-
mize it. The learning rate is initialized to 1e−4, decayed
by 0.8 after every 50 epochs. The slot number N is set
to 2K for all three datasets. The memory module num-
bers for Ped2, Avenue and ShanghaiTech are 3, 3 and 2,
respectively. We train ML-MemAE-SC at first, then train
CVAE model with the reconstructed flows, and finally fine-
tune the whole framework. λrecon, λent, λCV AE and λgd
are 1.0, 2e−4, 1.0 and 1.0, respectively. The batch size and
epoch number of Ped2, Avenue, and ShanghaiTech are set
to (128, 80), (128, 80), and (256, 50), respectively. The
error fusing weights (wr, wp) for Ped2, Avenue and Shang-
haiTech are set to (1.0, 0.1), (0.05, 1.0) and (0.02, 1.0), re-
spectively.

4.3. Results

Quantitative results. We compare our proposed
HF2-VAD with state-of-the-art methods, including (1)
reconstruction-based methods: Conv-AE [11], ConvLSTM-
AE [31], GMFC-VAE [7], MemAE [8] and MNAD-
R [38]; (2) prediction-based methods: Frame-Pred. [25],
MNAD-P [38], VEC [47] and Conv-VRNN [30]; and (3)
hybrid methods including ST-AE [50], AMC [36] and
AnoPCN [46]. In addition, we compare with two variants
of our method, “HF2-VAD w/o FP” and “HF2-VAD w/o
FR” which are formulated by removing frame prediction
and flow reconstruction from HF2-VAD, respectively. The
results are summarized in Table 1, and the performances of
other methods are obtained from their original papers.
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(a) A Ped2 video with abnormal events: skateboarding and riding bicycle.
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(b) An Avenue video with the abnormal event: kid running.

Figure 5. Two examples of anomaly detection comparison on USCD Ped2 [34] and CUHK Avenue [29]. From top to bottom, we show
the sampled video frames, ground-truth abnormal sections (green regions are abnormal), result of MNAD-R [38], result of MNAD-P [38],
result of VEC-VAD [47] and result of HF2-VAD. Larger value in curves indicates more possible to be anomaly. Best viewed in color.

As can be observed, the HF2-VAD model achieves bet-
ter results than state-of-the-art methods on all these three
benchmarks, which demonstrates the effectiveness of our
method. Especially, HF2-VAD outperforms other hybrid
methods by a large margin. For example, HF2-VAD
achieves the accuracy of 91.1% on the CUHK Avenue
dataset, but the best accuracy of previous hybrid methods
is 86.9% by AMC [36]. Very interestingly, “HF2-VAD w/o
FP” performs better on Ped2 than on CUHK-Avenue and
ShanghaiTech. This is because optical flow provides more
discriminative clues for the Ped2 dataset, which has also
been observed by Yu et al. [47]. Oppositely, “HF2-VAD w/o
FR” performs better on CUHK-Avenue and ShanghaiTech
than on Ped2. Our full model combines the advantages of
both, achieving the best results.

Qualitative results. Examples in Figure 5 show
anomaly curves of two testing videos compared among
MNAD-R [38], MNAD-P [38], VEC [47] and HF2-VAD.
An anomaly curve shows the anomaly scores of all frames
of a video sequentially, by which we can more intuitively
compare the performance of different methods. As can
be seen, VEC and HF2-VAD perform much better than
MNAD-R and MNAD-P in normal sections, producing
lower and more stable anomaly scores. HF2-VAD is even
better than VEC as it can better recognize abnormal events
as shown in the abnormal durations where the anomaly
scores computed by HF2-VAD are higher than those by
VEC. The AUROC values in these figures coincide with
these intuitions.

In Figure 6, we demonstrate several normal and abnor-
mal images, showing the ground-truth in the first column
and the predicted frames by HF2-VAD in the second col-
umn. For saving space, we do not show predicted frames by
VEC and MNAD-P, but instead show the difference maps
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Figure 6. Visualization examples of frame prediction comparison
with different methods. From top to bottom, we show normal and
abnormal data. From left to right, we show (a) the ground-truth,
(b) prediction results of HF2-VAD, (c) difference maps of HF2-
VAD, (d) difference maps of VEC [47], and (e) difference maps of
MNAD-P [38]. The numbers in each error map denote the corre-
sponding sum-square-error between ground truth and the predicted
frame. The lighter colors in error map denote larger prediction er-
ror. Best viewed in color.

between the ground-truth and the predicted frames by HF2-
VAD, VEC and MNAD-P in the last three columns respec-
tively. The sum square errors of these difference maps are
also shown. As we can see, HF2-VAD produces less dif-
ference for normal images, while results in much larger dif-
ferences for abnormal images. Taken the running person
in the third row as an example, after the original abnormal
optical flow being processed by ML-MemAE-SC, the flow
fed into the CVAE is not consistent with the input images,
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Table 2. Ablation study results on UCSD Ped2 [34] dataset. The
anomaly detection performance is reported in terms of AUROC ↑
(%). Number in bold indicates the best result.

Memory-augmented
Reconstruction Models Prediction Models

AUROC

VAE CVAE

Flow
✓ 96.27

✓ 97.75
✓ 98.81

Frame ✓ 89.96
✓ 94.48

Hybrid
✓ ✓ 96.91

✓ ✓ 98.28
✓ ✓ 99.31

yielding pixel shifting and color confusion as appeared in
the predicted future frame.

4.4. Discussion

Ablation investigation. To analyze the role of differ-
ent components of HF2-VAD, we conduct ablation study on
UCSD Ped2 dataset [34] and report the anomaly detection
performance in terms of AUROC in Table 2. For the flow
reconstruction part, we consider MemAE, ML-MemAE-SC
with 2 memories and ML-MemAE-SC with 3 memories.
For the prediction part, besides CVAE, we also investi-
gate VAE for future frame prediction just based on previous
frames. We then stitch the three reconstruction models with
the CVAE to obtain three hybrid variants of our proposed
method.

As can be seen from the table, just by reconstruction,
the anomaly detection accuracy of ML-MemAE-SC with
3 memories is the highest, followed by ML-MemAE-SC
with 2 memories, and finally MemAE, which are 98.81%,
97.75%, and 96.27%, respectively. Just by prediction,
CVAE outperforms VAE by a large margin from 89.96%
to 94.48%, which shows that optical flow, as additional
information, is critically necessary to increase the predic-
tion accuracy. By integrating reconstruction and prediction,
all the hybrid models are better than their corresponding
reconstruction-only or prediction-only models, in which the
hybrid method comprising ML-MemAE-SC with 3 mem-
ories and CVAE achieves the highest score among all the
compared variants, which is 99.31%.

Computation time. The experiments are performed on
an NVIDIA RTX 3090 GPU and an Intel Core(TM) i9-
7920X CPU @ 2.90GHz. As [47], we need to preprocess
the input video to extract all foreground objects and con-
struct STCs for objects on the frame and optical flow. For
our current implementation, the preprocessing phase aver-
agely takes about 0.092s per frame. As for the anomaly de-
tection phase, the model inference and anomaly score cal-
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Figure 7. A failure case of the proposed HF2-VAD. The red dashed
circle denotes the video section where the VAD performance is not
good. Best viewed in color.

culation together costs about 0.015s per frame. Overall, the
running speed of HF2-VAD is about 10fps.

Failure case. Figure 7 shows a failure case of our
method on a ShanghaiTech testing video in which a person
is running. HF2-VAD can easily detect it after the person
comes into the view of the camera. But as the object runs
farther away from the camera, the anomaly score becomes
smaller and smaller. Our method fails on anomaly object
that is far away, because a very far object, even though it is
running, the absolute optical flow values are similar or even
smaller than those of the normal objects near the camera.
We conjecture that the scene depth is a very important vari-
able that should be considered to further improve the VAD
accuracy for the ShanghaiTech dataset, which would be in-
vestigated in future work.

5. Conclusion
In this paper, we have explored the possibility of combin-

ing reconstruction and prediction, which are the two most
prevalent VAD paradigms nowadays, to obtain a hybrid
VAD method for high-accuracy video anomaly detection.
Experiments show that the proposed method outperforms
previous reconstruction-only or prediction-only methods,
and also is the most superior in the hybrid approach camp.
Our integration strategy is novel, by utilizing a CVAE to
predict future frame taking both previous video frames and
optical flows as input, and proposing an effective recon-
struction method, i.e. the ML-MemAE-SC, to preprocess
the flows in advance. That means our hybrid method is not
a simple combination of reconstruction and prediction, but
the reconstruction can effectively influence the prediction
quality. It is the strong and inherent entanglement between
the reconstruction and prediction that makes our method
performs better than state-of-the-art approaches.

Acknowledgement
This research is sponsored in part by the Na-

tional Natural Science Foundation of China (62072191,
61802453, 61972160), in part by the Natural Science
Foundation of Guangdong Province (2019A1515010860,
2021A1515012301), and in part by the Fundamental Re-
search Funds for the Central Universities (D2190670).

13595



References
[1] Amit Adam, Ehud Rivlin, Ilan Shimshoni, and Daviv

Reinitz. Robust real-time unusual event detection using mul-
tiple fixed-location monitors. IEEE transactions on pattern
analysis and machine intelligence, 30(3):555–560, 2008. 1,
2

[2] Yannick Benezeth, P-M Jodoin, Venkatesh Saligrama, and
Christophe Rosenberger. Abnormal events detection based
on spatio-temporal co-occurences. In 2009 IEEE Conference
on Computer Vision and Pattern Recognition, pages 2458–
2465. IEEE, 2009. 1

[3] Varun Chandola, Arindam Banerjee, and Vipin Kumar.
Anomaly detection: A survey. ACM computing surveys,
41(3):1–58, 2009. 1

[4] Bin Ding, Chengjiang Long, Ling Zhang, and Chunxia Xiao.
Argan: Attentive recurrent generative adversarial network
for shadow detection and removal. In Proceedings of the
IEEE International Conference on Computer Vision, 2019. 1

[5] Xinzhi Dong, Chengjiang Long, Wenju Xu, and Chunxia
Xiao. Dual graph convolutional networks with transformer
and curriculum learning for image captioning. In Proceed-
ings of the ACM International Conference on Multimedia,
2021. 1

[6] Patrick Esser, Ekaterina Sutter, and Björn Ommer. A varia-
tional u-net for conditional appearance and shape generation.
In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 8857–8866, 2018. 3, 5

[7] Yaxiang Fan, Gongjian Wen, Deren Li, Shaohua Qiu, Mar-
tin D Levine, and Fei Xiao. Video anomaly detection and
localization via gaussian mixture fully convolutional varia-
tional autoencoder. Computer Vision and Image Understand-
ing, page 102920, 2020. 1, 2, 6

[8] Dong Gong, Lingqiao Liu, Vuong Le, Budhaditya Saha,
Moussa Reda Mansour, Svetha Venkatesh, and Anton
van den Hengel. Memorizing normality to detect anomaly:
Memory-augmented deep autoencoder for unsupervised
anomaly detection. In Proceedings of the IEEE International
Conference on Computer Vision, pages 1705–1714, 2019. 1,
2, 3, 4, 6

[9] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing
Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and
Yoshua Bengio. Generative adversarial nets. Advances in
neural information processing systems, 27, 2014. 3

[10] Alex Graves, Greg Wayne, Malcolm Reynolds, Tim
Harley, Ivo Danihelka, Agnieszka Grabska-Barwińska, Ser-
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