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Abstract

Existing cross-domain semantic segmentation methods
usually focus on the overall segmentation results of whole
objects but neglect the importance of object boundaries.
In this work, we find that the segmentation performance
can be considerably boosted if we treat object boundaries
properly. For that, we propose a novel method called
BAPA-Net, which is based on a convolutional neural net-
work via Boundary Adaptation and Prototype Alignment,
under the unsupervised domain adaptation setting. Specif-
ically, we first construct additional images by pasting ob-
jects from source images to target images, and we de-
velop a so-called boundary adaptation module to weigh
each pixel based on its distance to the nearest boundary
pixel of those pasted source objects. Moreover, we pro-
pose another prototype alignment module to reduce the
domain mismatch by minimizing distances between the
class prototypes of the source and target domains, where
boundaries are removed to avoid domain confusion dur-
ing prototype calculation. By integrating the boundary
adaptation and prototype alignment, we are able to train
a discriminative and domain-invariant model for cross-
domain semantic segmentation. We conduct extensive ex-
periments on the benchmark datasets of urban scenes (i.e.,
GTA5→Cityscapes and SYNTHIA→Cityscapes). And the
promising results clearly show the effectiveness of our
BAPA-Net method over existing state-of-the-art for cross-
domain semantic segmentation. Our implementation is
available at https://github.com/manmanjun/BAPA-Net.

1. Introduction
Because of the powerful representation ability of deep

convolutional neural networks [26], it has deeply boosted
the performance of the computer vision tasks including im-
age recognition [45, 21], object detection [16, 32], seman-
tic segmentation [33, 63, 3], etc. They all require plentiful
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Figure 1. Comparisons between (a) the ground truth annotations
and (b) the segmentation result of an existing unsupervised domain
adaptation method [57] of a sample target image. It is obvious that
the segmentation results of boundary pixels are worse than the in-
ner pixels (e.g., the inner part of the rider in (c) and the vegetation
in (d) are predicted perfectly, while the boundary pixels are not).

images and accurate annotations to train high-performance
models. Compared with image recognition, semantic seg-
mentation is more complex and aims at classifying each
pixel in an image. Therefore, collecting the annotations for
segmentation is an extremely expensive and laborious pro-
cess (e.g., 90 minutes per image for Cityscapes [7]).

A natural alternative is to collect the well-annotated syn-
thetic data from the simulation platform where it can auto-
matically render the various scenes (e.g., sunny, rain, foggy
street) with a much lower cost. For example, [43] builds
a large-scale urban scene dataset obtained from the GTA5
video game. However, the trained model on such syn-
thetic data will suffer from a significant performance drop
as there exists a considerable domain discrepancy between
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source and target domains. A variety of unsupervised do-
main adaptation methods are proposed to maximally elim-
inate the domain discrepancy through adversarial feature
learning [22, 6, 13], entropy minimization [52, 53, 5], self-
training [65, 66, 31, 11], etc.

However, we observe that current state-of-the-art meth-
ods often focus on the overall segmentation results of whole
objects but neglect the importance of object boundaries.
Taking the Fig. 1 as an example, some pixels along the
boundaries of the person and tree are wrongly classified.
The reason is that the near-boundary pixels and inner-object
pixels are different, as the receptive field of the bound-
ary sample might contain pixels from other classes, mak-
ing near-boundary pixels difficult to classify. This becomes
even worse in the Unsupervised Domain Adaptation (UDA)
scenario, where a considerable distribution mismatch exists
between source and target domains.

Therefore, the segmentation performance can be con-
siderably boosted if we treat object boundaries prop-
erly. To achieve this, we propose a novel method
called Boundary Adaptation and Prototype Alignment Net-
work (BAPA-Net). Specifically, we first construct addi-
tional images by pasting objects from source images to tar-
get images, and we develop a so-called boundary adap-
tation module to weigh each pixel based on its distance
to the nearest boundary pixel of those pasted source ob-
jects. Moreover, we propose another prototype alignment
module to reduce the domain mismatch by minimizing dis-
tances between the class prototypes of the source and tar-
get domains, where boundaries are removed to avoid do-
main confusion during prototype calculation. By inte-
grating the boundary adaptation and prototype alignment,
we are able to train a discriminative and domain-invariant
model for cross-domain semantic segmentation. The pro-
posed method outperforms the state-of-the-art counterparts
by a large margin on the benchmarks of GTA5→Cityscapes
and SYNTHIA→Cityscapes respectively, which verifies the
effectiveness of our BAPA-Net.

The main contributions of our work can be summarized
as follows:

• We reveal a critical finding that existing cross-domain
semantic segmentation methods neglect the impor-
tance of object boundary. Thus we propose a novel
approach called Boundary Adaptation and Proto-
type Alignment (BAPA-Net) to maximally exploit the
boundary properly.

• We develop a so-called boundary adaptation module to
weigh each pixel around the boundary and a new pro-
totype alignment module to build more reliable proto-
types by removing the domain confused boundaries so
that the domain mismatch between source and target
domains can be reduced effectively.

• We conduct extensive experiments on the benchmark
settings for urban scenes (i.e., GTA5→Cityscapes and
SYNTHIA→Cityscapes), and the experimental results
demonstrate the effectiveness of our proposed method.

2. Related Work
Unsupervised domain adaptation. Conventional machine
learning algorithms rely on a hypothesis that the training
and testing data are drawn from the same distribution. How-
ever, this hypothesis typically does not hold in practice. The
unsupervised domain adaptation methods [1, 23] are pro-
posed to address this issue by eliminating the domain dis-
crepancy between source and target domains. Many previ-
ous works try to minimize the Maximum Mean Discrep-
ancy [20, 36, 34], KL-divergence [47], optimal transport
distance [8, 9], etc. Recent methods aim to improve the do-
main adaptability of deep neural networks via adversarial
training [35, 62]. Other methods include subspace align-
ment [17], geodesic flow kernel [18], transfer multiple ker-
nel learning [14], etc.
Semantic segmentation. As a pixel-level prediction task,
semantic segmentation energizes many visual applications
such as medical diagnosis, autonomous driving, security.
In 2014, Long [33] proposed the Fully Convolutional Net-
work (FCN) that replaces the fully connected layer by fully
convolutional layer so that the network can directly out-
put the segmented mask map. With the development of
dilated convolution [12], Deeplab [3, 4] and PSPNet [63]
propose to capture more contextual information of images
through multi-scale feature fusion. Recently, the research
community pays more attention to the construction of the
context-based attention mechanism and computational effi-
ciency, such as RANet [56], EMANet [29]. In addition, the
fine-grained segmentation of category boundaries [2, 28]
has become one of the most challenging difficulties in cur-
rent semantic segmentation tasks. In this work, we utilize
DeepLab V2 [3] with ResNet101 [21] as our baseline archi-
tectures for semantic segmentation.
Cross-domain semantic segmentation. Due to the annota-
tions for semantic segmentation are costly and non-trivial to
acquire by human labor, how to use models trained on sim-
ulated images to achieve good performance in real scenes
has gradually become a hot research topic. To address
the domain shift problem, style transfer [15, 19, 42] has
been used to align domain distribution on input layer (i.e.,
pixel space). Besides, GAN [50, 38, 37, 13, 6, 54, 25]
related works have been used to align domain distribu-
tion on feature and output space, respectively. [19] pro-
poses a progressive adaptation method to alleviate the do-
main shift by controlling the degree of style translation
from the source domain to the target domain. [50] lever-
ages a discriminator to distinguish the outputs from the seg-
mentation network with different domain inputs so that the
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Figure 2. Illustration of the CutMix operation. The orange parts
are the pasted pixels from the source image. In this work, we cut
all the pixels of half classes from the labeled source images Xs,
and paste them to the unlabeled target image Xt to construct the
mixed image Xm.

model can minimize the domain discrepancy. [39, 40] use
the image-level category information about target image
to construct curriculums for the domain adaptation prob-
lem. In addition, some methods originating from semi-
supervised learning are also used to address this prob-
lem, such as entropy minimization [52, 53], self-supervised
training [65, 66, 31, 64, 54, 58, 24, 41, 27]. Recently, [49]
utilizes the CutMix data augmentation method to address
the cross-domain semantic segmentation. Different from
those works, we provide a new perspective from the bound-
ary adaptation and prototype alignment to address the cross-
domain semantic segmentation problem.

3. Methodology

In this section, we explain our proposed approach
BAPA-Net in detail. Given a labeled source domain and
an unlabeled target domain, our goal is to learn a robust se-
mantic segmentation model that works well not only for the
source domain but also for the target domain. Formally, let
us denote DS = {Xs,Ys} as the source domain training
samples, where Xs = {Xi

s|
Ns
i=1} and Ys = {Y i

s |
Ns
i=1}, each

Xs is a source image, Ys ∈ C, C = {1, ..., C} is the corre-
sponding pixel-level annotation with C being the number of
class. Accordingly, we denote DT = {Xt} as the target do-
main, and Xt = {Xi

t |
Nt
i=1} where each Xt is a target image

for which the annotation is unavailable.
A good cross-domain semantic segmentation model

should be both discriminative and domain-invariant. Good
discriminability means the model is able to distinguish sam-
ples from different classes, especially for boundary sam-
ples. And the domain-invariant ability ensures the model
performs well on both domains.

For this purpose, we propose a Boundary Adaptation and
Prototype Alignment Network (BAPA-Net) to enhance the
segmentation model on both abilities. On the one hand, we
propose a boundary adaptation approach, in which we gen-
erate additional boundary samples and enhance the model
discriminability. On the other hand, we design a prototype
adaptation approach to minimize the class prototype cen-

troids of two domains in the feature space in order to learn
domain-invariant features.

Simultaneously improving both abilities in one model is
not easy, since they often depend on each other. For exam-
ple, the generated boundary samples should also be domain-
invariant. Otherwise, the segmentation model might be bi-
ased. Also, when aligning the prototypes, since the target
domain images are unlabeled and only pseudo-labels can be
used, the unreliable boundary samples should be excluded.
We present the details of our BAPA-Net on addressing these
issues in the following. The overall structure is shown in
Fig. 3.

3.1. Boundary Adaptation

As aforementioned, correctly predicting the boundary
samples is challenging for the cross-domain semantic seg-
mentation task. Therefore, we propose to enhance the
model’s discriminability by enforcing the model to focus
more on the boundary samples.

However, in the cross-domain semantic segmentation
task, only images in the source domain are annotated, and
the images in the target domain are totally unlabeled. While
we are able to find boundary samples in source images ac-
cording to their labels, it is not desirable to enforce the
model to focus on these samples, since this would inevitably
make the model to be biased to the source domain. To
this end, we propose to employ the recent proposed CutMix
method [60] to generate domain-mixed boundary samples.
Domain-mixed boundary sample generation. The Cut-
Mix employs a cut-paste data augmentation strategy for se-
mantic segmentation. In particular, they expand the training
set by randomly mixing a labeled image and an unlabeled
image. At each time, they cut all the pixels of some random
classes from the labeled images, and paste them to the unla-
beled image, and append the mixed image into the training
set to train the segmentation model.

Formally, given a labeled source image Xs and an unla-
beled target image Xt, let us denote Mmask as the selection
indicator for the pixels of randomly selected half classes
in Xs, where M

(h,w)
mask = 1 if the pixel, located at the h-th

row and w-th column, belongs to the selected classes, and
M

(h,w)
mask = 0 otherwise. The mixed image can be presented

as:

Xm = Mmask ⊙Xs + (1−Mmask)⊙Xt, (1)

where ⊙ is the point-wise multiplication on each color
channel of the image. See Fig. 2 for the illustration of the
CutMix operation.

To assign labels to the mixed image Xm, [49] employ a
Mean Teacher (MT) [48] model to assign pseudo-labels to
the target image. In particular, they feed the target image Xt

to the teacher segmentation model to obtain its pseudo-label
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Figure 3. Overview of our proposed Boundary Adaptation and Prototype Alignment Network (BAPA-Net). The data flows of the source
and mixed images are denoted by green and red lines respectively. The source image and the mixed image are used to optimize the semantic
segmentation loss under the supervision of source ground truth and the mixed pseudo labels (i.e., Ls and Lm in Eq. (9)). Our boundary
adaptation module leverages the distance map Md to reweight the cross-entropy loss for mixed image (i.e., Lb). The prototype alignment
module reduces the domain mismatch by minimizing the distance of class prototypes between source image Xs and mixed images Xm

with boundary removal (i.e., Lp). We train our BAPA-Net in an end-to-end manner.

Ŷt, then the labels for the mixed image Xm can be obtained
using the same cut-paste operator:

Ym = Mmask ⊙ Ys + (1−Mmask)⊙ Ŷt, (2)

After obtaining (Xm, Ym), [49] uses both the original
source images and the mixed images to train the seman-
tic segmentation model with the cross-entropy loss. Please
refer to [49] for the details.

We employ CutMix for boundary adaptation to produce
the so-called domain-mixed boundary samples. The proce-
dure is as follows: We first randomly paste some source
objects to target images, and the pixels next to the do-
main boundaries of the pasted objects are from different
domains and often from different classes. When extracting
features using convolutional neural networks, the receptive
fields of those pixels may cover parts of the adjacent source
and target objects, making the extracted features contain
mixed information from both domains. We believe those
domain-mixed features are important for cross-domain se-
mantic segmentation. Therefore, we pay special attention
by giving higher weights to optimize those boundary sam-
ples during model training, and gradually the domain-mixed
boundary samples will become domain-invariant and help
alleviate the cross-domain issue.
Boundary enhancement loss. With the generated domain-
mixed boundary samples, we are ready to enhance the
model discriminability by enforcing the segmentation to fo-
cus on those samples. Since we feed the mixed image Xm

as a whole to train the model, we thus calculate a weight
map Mb to assign higher weights to boundary samples in

the segmentation loss. Specifically, we first calculate a dis-
tance map to describe the distance of each pixel to its near-
est cut-paste boundary. Let us denote Xb as all the pixels
exactly located at the cut-paste boundary. Given a pixel lo-
cated at coordinate (h,w) of Xm, denoted as X

(h,w)
m , its

distance map value can be calculated as:

M
(h,w)
d = min

x∈Xb

d(X(h,w)
m , x), (3)

where d(·, ·) is the Euclidean distance of the coordinates of
two pixels.

Then, the boundary weight map Mb can be obtained as:

Mb =

(
1− Md

max(Md)

)
⊙ 1 [Md < λd] , (4)

where max(Md) denotes the maximum value of Md, and
1[·] is an indicator function. In other words, we consider
only pixels with distances smaller than λd, and samples
with smaller distances will gain higher weights. Thus, we
can calculate the boundary enhancement loss Lb as:

Lb =
1

HW

H,W∑
Mb ⊙ Lce(X

(h,w)
m , Ŷ (h,w)

m ), (5)

where the Lce is the standard cross-entropy loss.

3.2. Prototype Alignment

We have employed domain-invariant samples to enhance
the discriminability of the segmentation model. However,
the source and mixed images may still exist a mismatch in
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the feature space. Therefore we propose to reduce the dis-
tribution mismatch with prototype alignment.

We follow the strategy in recent prototype alignment
works [46, 55, 57]. In particular, they calculate class pro-
totypes using source and target domain images and then
reduce the distance between the corresponding classes of
source and target domains. For the unlabeled target do-
main images, the pseudo-labels predicted by the segmen-
tation model are used to compute the target prototypes.

In our scenario, we use the mixed images as a substi-
tute for the target images for prototype alignment. The
reasons are two folds. First, aligning prototypes of source
images and mixed images are able to reduce the distribu-
tion mismatch of source and target domains. We are aware
that the prototypes calculated from mixed images would be
different from those from target images. In fact, they are
more like a kind of intermediate domain prototypes. How-
ever, when prototypes of source images and mixed images
are well aligned, it immediately implies the prototypes of
source images and target images are aligned, too. Sec-
ond, since we have used mixed images for enhancing our
model, it is expected to make more confident predictions on
the mixed images than the target images. Using mixed im-
ages as a substitute for the target images would also produce
high-quality prototypes for alignment.

However, the boundary pixels in the mixed images are
difficult to be correctly predicted. As a result, using fea-
tures of all pixels may introduce noise to the prototypes,
which possibly harms the prototype alignment. Therefore,
we propose to improve the prototype alignment by exclud-
ing the boundary examples.

To obtain the target domain prototypes, we follow the
same strategy as in [57] except that we exclude the bound-
ary examples that may introduce noise to the target class
prototypes. We denote by fm, ỹm as the feature vector and
the predicted label of a pixel from a mixed image. To ensure
the robustness of the prototypes, we also need to exclude the
boundary examples. Then the set of validate features for the
c-th class as Fc

m = {fm|ỹm = c and Md > λd}, where
Md is its distance to the boundary calculated with Eq. (3),
and λd is the threshold for filtering boundary examples in
Eq. (4). Then, the prototype of the c-th class for the mixed
image can be calculated as:

pc
m =

1

|Fc
m|

∑
fm∈Fc

m

fm. (6)

The prototypes for the source domain can be similarly
calculated. Due to the ground truth labels are available
for source domain, we do not exclude the boundary. Con-
cretely, we average the features belonging to the correct
predicted region for one class as its prototype in a train-
ing batch. Given any source pixel from the source images

Algorithm 1 Framework of BAPA-Net.
Input: Source domain dataset DS , target domain dataset
DT , the CutMix mask Mmask, student network Gstd =
Cstd ◦ Estd where Cstd is the segmentation classifier
and Estd is the feature extractor, teacher network Gtea

whose weights are updated by using the EMA (expo-
nential moving average) of Gstd, and maximum num-
ber iteration N .

Output: The final student model Gstd

1: Initialize network parameters for Gstd with MSCOCO
pre-trained weights, and make the parameters of Gtea

same as Gstd

2: while N ̸= 0 do
3: Xs, Ys ∼ DS

4: Xt ∼ DT

5: Ŷt ← Gtea(Xt)
6: Xm, Ym ← using Eq. (1) (2)
7: Mb ← using Eq. (3) (4) to calculate boundary map
8: Fs ← Estd(Xs), Fm ← Estd(Xm)
9: pc

m,pc
s ← using Eq. (6) (7) to calculate prototype

for target and source domains
10: L← using Eq. (9)
11: Compute ∇L by backpropagation and update pa-

rameters of Gstd

12: Gtea← EMA (Gtea, Gstd)
13: N ← N − 1
14: end while
15: return Gstd

in a training batch, let us denote by fs, ỹs, ys as its fea-
ture vector, the predicted label and the ground truth label,
respectively. We then can define set of the correctly predict
features for the c-th class as Fc

s = {fs|ỹs = c and ys = c},
then the prototype of the c-th class can be calculated as:

pc
s =

1

|Fc
s |

∑
fs∈Fc

s

fs. (7)

To align the prototypes of two domains, we follow [57]
to maintain a prototype bank for source images and then
align the prototypes of mixed images to the prototypes in
the bank. The prototype bank consists of a fixed number of
prototypes for each class, which are updated at every mini-
batch in a first-in-first-out manner. Let us denote pc

s,i as the
i-th prototype for the c-th class in the bank. we minimize
the ℓ1 distance between each prototype from the mixed im-
ages with the closest prototypes of the same class in the
bank, which can be formulated as:

Lp =

C∑
c=1

min
i

∥∥pc
m − pc

s,i

∥∥
1
. (8)
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3.3. Overall Model

Following [49], both source images and mixed images
are used to train the segmentation network based on the MT
model. Moreover, we additionally optimize the boundary
enhancement loss in Eq. (5) and the prototype alignment
loss in Eq. (8) to improve the discrimination and domain-
invariant abilities of the segmentation model. The overall
objective of our BAPA-Net can be written as:

L = Ls + Lm + λbLb + λpLp (9)

where Ls and Lm are the cross-entropy loss for the source
and mixed images, respectively, and λb and λp are two
tradeoff parameters. The implementation of BAPA-Net is
presented in Algorithm 1.

4. Experiments
4.1. Experimental Setup

Following the common experimental setup for cross-
domain semantic segmentation [50, 37, 38, 51, 52, 61,
66, 64], we evaluate our method on two synthetic-to-real
scenarios, namely GTA5 to Cityscapes and SYNTHIA to
Cityscapes. In both experiments, Cityscapes is regarded as
the target domain, while GTA5 and SYNTHIA are regarded
as the source domain, respectively.

• Cityscapes [7] is a popular semantic segmentation
benchmark dataset for autonomous driving. The
dataset is labeled with 19 classes. It consists of 2,975
images in the training set and 500 images in the val-
idation set. We use the training set without labels as
the unlabeled target domain and the 500 images in the
validation set for evaluation.

• GTA5 [43] is a large-scale synthetic dataset consist-
ing of 24,966 images rendered from a computer game
called Grand Theft Auto V (GTA5). Each image has
the size of 1,912× 1,052 which are annotated with the
same 19 classes in Cityscapes.

• SYNTHIA [44] is also a synthetic dataset for semantic
segmentation task. And its subset named SYNTHIA-
RAND-CITYSCAPES includes a collection of 9,400
photo-realistic images, which has 16 common classes
with Cityscapes.

Evaluation metric. We use Intersection over Union (IoU)
as the evaluation metric. For each class, we compute it by
the formula IoU = TP

TP+FP+FN , in which TP, FP and
FN are defined in the confusion matrix as the numbers of
true positive, false positive and false negative pixels, re-
spectively. In addition, we compute the mean of IoUs (i.e.,
mIoU) over all classes.
Implementation details. In our experiments, we fol-
low the widely used implementation protocol in previous

works [52, 19, 30, 31, 66, 64, 59, 57, 58, 54, 49, 41], us-
ing DeepLab-v2 [3] as our base segmentation model and
ResNet101 [21] as our backbone. The backbone is pre-
trained on ImageNet [10] and MSCOCO [32]. The Stochas-
tic Gradient Descent (SGD) with Nesterov acceleration is
used as the optimizer, and the initial learning rate is set to
2.5×10−4, which is then decreased using polynomial decay
with exponent 0.9 [3]. The weight decay and momentum
are set to 5 × 10−4 and 0.9, respectively. We resize source
images to 760×1,280 and target images to 512×1,024, then
we extract random crops of size 512×512 in both source
and target images. When calculating the prototype, we use
the output of last layer in ResNet101. The batch size is set
to 2, i.e, 2 source images and 2 target images in a mini-
batch, and we obtain the final model after 250k iterations.
We empirically set λd = 4, λb = 4 and λp = 0.005 for our
experiments. We implement our method using PyTorch on
an Nvidia GeForce RTX 2080Ti.

4.2. Comparisons with the State-of-the-arts

The previous cross-domain semantic segmentation
methods are mainly divided into three categories: 1) meth-
ods based on adversarial training including AdvEnt [52],
BDL [30] and FADA [54], 2) methods based on self-
training including PyCDA [31], CRST [66], R-MRNet [64],
UDADT [57] and IAST [41], and 3) methods based on
data augmentation including DLOW [19], FDA [59] and
DACS [49]. Table 1 and 2 show the comparisons with
the state-of-the-arts domain adaptation methods for se-
mantic segmentation of the three types of methods re-
spectively on the GTA5 → Cityscapes and SYNTHIA →
Cityscapes setting. All the models are based on DeepLab
V2 and ResNet101 as their backbone, except the Py-
CDA [31] which is based on PSPNet [63]. For the GTA5→
Cityscapes, our proposed approach achieves 57.4%, which
outperforms existing state-of-the-arts methods with signif-
icant margins of 5.3% ∼ 15.1% mIoU. For the task from
SYNTHIA→ Cityscapes, we report the mIoU on 16 classes
and 13 classes (excluding “wall”, “fence”, “pole”). Our
method improves the performance about 3.5% ∼ 12.1%
and 4.2% ∼ 13.2% on 16 classes and 13 classes, respec-
tively. And we achieve 53.3% and 61.2% respectively, both
of them outperforming the corresponding results of base-
line methods with large margins. This clearly validates the
effectiveness of our method.

We also present qualitative examples of the segmenta-
tion results of our methods in Fig 4. The results from the
“Source Only” and the original CutMix (DACS) are in-
cluded for comparison. Both of our BAPA-Net and DACS
exhibit superior segmentation results compared with the
“Source Only” baseline and our BAPA-Net achieves even
better performance than the DACS. We attribute this to the
usage of BA and PA module for improving the discrimi-
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Table 1. The mIoUs (in %) for GTA5 → Cityscapes. The ResNet-101 is used as the backbone network.
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mIoU
Source 63.3 15.7 59.4 8.6 15.2 18.3 26.9 15.0 80.5 15.3 73.0 51.0 17.8 59.7 28.2 33.1 3.5 23.2 16.7 32.9
AdvEnt [52] 89.4 33.1 81.0 26.6 26.8 27.2 33.5 24.7 83.9 36.7 78.8 58.7 30.5 84.8 38.5 44.5 1.7 31.6 32.4 45.5
DLOW [19] 87.1 33.5 80.5 24.5 13.2 29.8 29.5 26.6 82.6 26.7 81.8 55.9 25.3 78.0 33.5 38.7 0.0 22.9 34.5 42.3
BDL [30] 91.0 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5
PyCDA [31] 90.5 36.3 84.4 32.4 28.7 34.6 36.4 31.5 86.8 37.9 78.5 62.3 21.5 85.6 27.9 34.8 18.0 22.9 49.3 47.4
CRST [66] 91.0 55.4 80.0 33.7 21.4 37.3 32.9 24.5 85.0 34.1 80.8 57.7 24.6 84.1 27.8 30.1 26.9 26.0 42.3 47.1
R-MRNet [64] 90.4 31.2 85.1 36.9 25.6 37.5 48.8 48.5 85.3 34.8 81.1 64.4 36.8 86.3 34.9 52.2 1.7 29.0 44.6 50.3
FDA [59] 92.5 53.3 82.4 26.5 27.6 36.4 40.6 38.9 82.3 39.8 78.0 62.6 34.4 84.9 34.1 53.1 16.9 27.7 46.4 50.5
UDADT [57] 90.6 44.7 84.8 34.3 28.7 31.6 35.0 37.6 84.7 43.3 85.3 57.0 31.5 83.8 42.6 48.5 1.9 30.4 39.0 49.2
LDRDA [58] 90.8 41.4 84.7 35.1 27.5 31.2 38.0 32.8 85.6 42.1 84.9 59.6 34.4 85.0 42.8 52.7 3.4 30.9 38.1 49.5
FADA [54] 92.5 47.5 85.1 37.6 32.8 33.4 33.8 18.4 85.3 37.7 83.5 63.2 39.7 87.5 32.9 47.8 1.6 34.9 39.5 49.2
DACS [49] 89.9 39.7 87.9 30.7 39.5 38.5 46.4 52.8 88.0 44.0 88.8 67.2 35.8 84.5 45.7 50.2 0.0 27.3 34.0 52.1
IAST [41] 93.8 57.8 85.1 39.5 26.7 26.2 43.1 34.7 84.9 32.9 88.0 62.6 29.0 87.3 39.2 49.6 23.2 34.7 39.6 51.5
Ours 94.4 61.0 88.0 26.8 39.9 38.3 46.1 55.3 87.8 46.1 89.4 68.8 40.0 90.2 60.4 59.0 0.00 45.1 54.2 57.4

Table 2. The mIoUs (in %) for SYNTHIA → Cityscapes. mIoU* denotes the mean IoU over 13 classes excluding those marked with *.
Classes not evaluated are replaced by ’-’. The ResNet-101 is used as the backbone network.
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mIoU* mIoU
Source 36.3 14.6 68.8 9.2 0.2 24.4 5.6 9.1 69.0 79.4 52.5 11.3 49.8 9.5 11.0 20.7 33.7 29.5
AdvEnt [52] 85.6 42.2 79.7 8.7 0.4 25.9 5.4 8.1 80.4 84.1 57.9 23.8 73.3 36.4 14.2 33.0 48.0 41.2
BDL [30] 86.0 46.7 80.3 - - - 14.1 11.6 79.2 81.3 54.1 27.9 73.7 42.2 25.7 45.3 51.4 -
PyCDA [31] 75.5 30.9 83.3 20.8 0.7 32.7 27.3 33.5 84.7 85.0 64.1 25.4 85.0 45.2 21.2 32.0 53.3 46.7
CRST [66] 67.7 32.2 73.9 10.7 1.6 37.4 22.2 31.2 80.8 80.5 60.8 29.1 82.8 25.0 19.4 45.3 50.1 43.8
R-MRNet [64] 87.6 41.9 83.1 14.7 1.7 36.2 31.3 19.9 81.6 80.6 63.0 21.8 86.2 40.7 23.6 53.1 54.9 47.9
FDA [59] 79.3 35.0 73.2 - - - 19.9 24.0 61.7 82.6 61.4 31.1 83.9 40.8 38.4 51.1 52.5 -
UDADT [57] 83.0 44.0 80.3 - - - 17.1 15.8 80.5 81.8 59.9 33.1 70.2 37.3 28.5 45.8 52.1 -
LDRDA [58] 85.1 44.5 81.0 - - - 16.4 15.2 80.1 84.8 59.4 31.9 73.2 41.0 32.6 44.7 53.1 -
FADA [54] 84.5 40.1 83.1 4.8 0.0 34.3 20.1 27.2 84.8 84.0 53.5 22.6 85.4 43.7 26.8 27.8 52.5 45.2
DACS [49] 80.6 25.1 81.9 21.5 2.9 37.2 22.7 24.0 83.7 90.8 67.6 38.3 82.9 38.9 28.5 47.6 54.8 48.3
IAST [41] 81.9 41.5 83.3 17.7 4.6 32.3 30.9 28.8 83.4 85.0 65.5 30.8 86.5 38.2 33.1 52.7 57.0 49.8
Ours 91.7 53.8 83.9 22.4 0.8 34.9 30.5 42.8 86.6 88.2 66.0 34.1 86.6 51.3 29.4 50.5 61.2 53.3

native and domain-invariant abilities of the segmentation
model. For example, by using the boundary enhancement
loss, our BAPA-Net generally predicts the boundary more
precisely than DACS (see predicted the bikes and cars in
the 1-st and 2-nd rows). Moreover, our BAPA-Net also does
better at distinguishing road and sidewalk than DACS (see
the 4-th, 5-th and 6-th rows), possibly because the proto-
type alignment helps to reduce the domain distribution mis-
match.

4.3. Ablation Studies

In this section, we conduct the ablation experiments in
the setting of GTA5→ Cityscapes.
Effects of different components. We validate the individ-
ual effects of our Boundary Adaptation (BA) and Prototype
Alignment (PA) modules. The results are summarized in
Table 3. We include the original CutMix model as a base-

line for comparison. We conduct the ablation studies by re-
moving different components. As shown in Table 3, despite
baseline CutMix already achieves quite competitive perfor-
mance, our proposed boundary adaptation and prototype
alignment modules still gain large improvements, reaching
56.4% (w/o PA) and 55.8% (w/o BA) mIoU, respectively.
By integrating both modules, our final BAPA-Net achieves
an improvement of 5.3% over the baseline. These large im-
provements clearly validate that both of our modules play
an important role in cross-domain semantic segmentation.

The impact of boundary removal in PA. In Section 3.2,
we propose to calculate prototype that better reflects the
class information for mixed images by excluding the fea-
tures of boundary samples. Here we conduct an additional
experiment for comparison by not removing these bound-
ary samples, i.e, all pixel features are used for producing
the prototypes for the mixed images. For a clear compari-
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(a) Target Image (b) Ground Truth (c) Source Only (d) DACS (e) Ours

Figure 4. Qualitative segmentation results on the GTA5 → Cityscapes domain adaptation task. We present (a) Target Image, (b) Ground
Truth, (c) Source Only, (d) DACS [49], (e) Ours.

Table 3. Ablation Studies on effects of different components
Model mIoU ∆

Baseline[49] 52.1
BAPA-Net w/o BA 55.7 3.6↑
BAPA-Net w/o PA 56.4 4.3↑

BAPA-Net 57.4 5.3↑

son, we consider the prototype alignment module only and
do not use the Boundary Adaptation (BA) module in exper-
iments. From Table 4, we observe that the PA module with-
out using boundary removal leads to a performance drop of
3.1% than the proposed PA module. This clearly verifies
our motivation that the boundary samples could mislead the
prototype calculation in the mixed images.

5. Conclusion

In this paper, we address the problem of cross-domain
semantic segmentation. We reveal a critical finding that pre-
vious works often neglect the importance of object bound-
aries while paying much attention to the overall segmen-
tation results of whole objects. We empirically find that
if we treat the object boundary properly, the segmenta-
tion performance can be considerably improved. Based on
the observation, we present a novel method called Bound-

Table 4. The impact of removing boundary samples in prototype
alignment

mIoU ∆

w/o boundary removal 52.6
with boundary removal 55.7 3.1↑

ary Adaptation and Prototype Alignment Network (BAPA-
Net), where we tackle the cross-domain semantic segmen-
tation problem from two aspects. On the one hand, we em-
ploy the newly developed boundary adaptation strategy to
focus more on the domain-mixed boundary samples, which
are constructed based on CutMix and contain information
from both the source and target domains. On the other hand,
we design a prototype alignment module to reduce domain
mismatch by minimizing the distance between class pro-
totypes of the two domains, where boundary samples are
ignored here to avoid domain confusion during the proto-
type calculation. Experiments on GTA5→Cityscapes and
SYNTHIA→Cityscapes clearly validate the effectiveness
of our BAPA-Net.
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