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Abstract

Deep neural networks continue to awe the world with
their remarkable performance. Their predictions, however,
are prone to be corrupted by adversarial examples that are
imperceptible to humans. Current efforts to improve the ro-
bustness of neural networks against adversarial examples
are focused on developing robust training methods, which
update the weights of a neural network in a more robust
direction. In this work, we take a step beyond training of
the weight parameters and consider the problem of design-
ing an adversarially robust neural architecture with high
intrinsic robustness. We propose AdvRush, a novel ad-
versarial robustness-aware neural architecture search algo-
rithm, based upon a finding that independent of the training
method, the intrinsic robustness of a neural network can be
represented with the smoothness of its input loss landscape.
Through a regularizer that favors a candidate architecture
with a smoother input loss landscape, AdvRush success-
fully discovers an adversarially robust neural architecture.
Along with a comprehensive theoretical motivation for Ad-
vRush, we conduct an extensive amount of experiments to
demonstrate the efficacy of AdvRush on various benchmark
datasets. Notably, on CIFAR-10, AdvRush achieves 55.91%
robust accuracy under FGSM attack after standard training
and 50.04% robust accuracy under AutoAttack after 7-step
PGD adversarial training.

1. Introduction

The rapid growth and integration of deep neural net-
works in every-day applications have led researchers to ex-
plore the susceptibility of their predictions to malicious ex-
ternal attacks. Among proposed attack mechanisms, ad-
versarial examples [56], in particular, raise serious security
concerns because they can cause neural networks to make
erroneous predictions with the slightest perturbations in the
input data that are indistinguishable to the human eyes. This
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Figure 1. Standard accuracy vs. robust accuracy evaluation results
on CIFAR-10 for various neural architectures and the neural ar-
chitecture searched by AdvRush. All architectures are adversar-
ially trained using 7-step PGD and evaluated under AutoAttack.
AdvRush architecture achieves both standard accuracy-wise and
robust accuracy-wise optimal frontiers.

interesting property of adversarial examples has been draw-
ing much attention from the deep learning community, and
ever since their introduction, a plethora of defense meth-
ods have been proposed to improve the robustness of neural
networks against adversarial examples [33, 60, 65]. How-
ever, there remains one important question that is yet to
be explored extensively: Can the adversarial robustness of
a neural network be improved by utilizing an architecture
with high intrinsic robustness? And if so, is it possible to
automatically search for a robust neural architecture?

We tackle the problem of searching for a robust neu-
ral architecture by employing Neural Architecture Search
(NAS) [69]. Due to the heuristic nature of designing a
neural architecture, it used to take machine learning engi-
neers with years of experience and expertise to fully ex-
ploit the power of neural networks. NAS, a newly budding
branch of automated machine learning, aims to automate
this labor-intensive architecture search process. As the neu-
ral architectures discovered automatically through NAS be-
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gin to outperform hand-crafted architectures across various
domains [8, 39, 44, 57, 67], more emphasis is being placed
on the proper choice of an architecture to improve the per-
formance of a neural network on a target task.

The primary objective of the existing NAS algorithms is
concentrated on improving the standard accuracy, and thus,
they do not consider the robustness of the searched architec-
ture during the search process. Consequently, they provide
no guarantee of robustness for the searched architecture,
since the “no free lunch” theorem for adversarial robustness
prevents neural networks from obtaining sufficient robust-
ness without additional effort [4, 13, 68]. In addition, the
trade-off between the standard accuracy and the adversarial
robustness indicates that maximizing the standard accuracy
and the adversarial robustness cannot go hand in hand [58],
further necessitating a NAS algorithm designed specifically
for adversarial robustness.

In this work, we propose a novel adversarial robustness-
aware NAS algorithm, named AdvRush, which is a short-
hand for “Adversarially Robust Architecture Rush.” Ad-
vRush is inspired by a finding that the degree of curva-
ture in the neural network’s input loss landscape is highly
correlated with intrinsic robustness, regardless of how its
weights are trained [68]. Therefore, by favoring a candidate
architecture with a smoother input loss landscape during
the search phase, AdvRush discovers a neural architecture
with high intrinsic robustness. As shown in Figure 1, after
undergoing an identical adversarial training procedure, the
searched architecture of AdvRush simultaneously achieves
the best standard and robust accuracies on CIFAR-10.

We provide comprehensive experimental results to
demonstrate that the architecture searched by AdvRush
is indeed equipped with high intrinsic robustness. On
CIFAR-10, standard-trained AdvRush achieves 55.91% ro-
bust accuracy (2.50% improvement from PDARTS [8]) un-
der FGSM, and adversarially-trained AdvRush achieves
50.04% robust accuracy (3.04% improvement from
RobNet-free [22]) under AutoAttack. Furthermore, we
evaluate the robust accuracy of AdvRush on CIFAR-100,
SVHN, and Tiny-ImageNet to investigate its transferabil-
ity; across all datasets, AdvRush consistently shows a sub-
stantial increase in the robust accuracy compared to other
architectures. For the sake of reproducibility, the code and
representative model files of AdvRush will be made pub-
licly available on github.

Our contributions can be summarized as follows:

• We propose AdvRush, a novel NAS algorithm for dis-
covering a robust neural architecture. Because Ad-
vRush does not require independent adversarial train-
ing of candidate architectures for evaluation, its search
process is highly efficient.

• The effectiveness of AdvRush is demonstrated through

comprehensive evaluation under a number of adversar-
ial attacks. Furthermore, we validate the transferability
of AdvRush to various benchmark datasets.

• We provide extensive theoretical justification for Ad-
vRush and complement it with the visual analysis of
the discovered architecture. In addition, we provide a
meaningful insight into what makes a neural architec-
ture more robust against adversarial perturbations.

2. Related Works
2.1. Adversarial Attacks and Defenses

Adversarial attack methods can be divided into white-
box and black-box attacks. Under the white-box setting [32,
41, 42, 46, 59], the attacker has full access to the target
model, including its architecture and weights. FGSM [18],
PGD [37], and CW [5] attacks are the famous white-box
attacks, popularly used to evaluate the robustness of a neu-
ral network. On the contrary, under the black-box setting,
the attacker has limited to no access to the target model.
Thus, black-box attacks rely on a substitute model [45] or
the target model’s prediction score [3, 6, 20, 25, 40, 55] to
construct adversarial examples.

In response, numerous adversarial defense methods have
been proposed to alleviate the vulnerability of neural net-
works to adversarial examples. Adversarial training [18] is
known to be the most effective defense method. By utiliz-
ing adversarial examples as training data, adversarial train-
ing plays a min-max game; while the inner maximum pro-
duces stronger adversarial examples to maximize the cross-
entropy loss, the outer minimum updates the model param-
eters to minimize it. A large number of defenses now adopt
some form of regularization or adversarial training to im-
prove robustness [29, 38, 43, 48, 52, 64, 65]. Our work is
closely related to the defense approaches that utilize a reg-
ularization term derived from the curvature information of
the neural network’s loss landscape to mimic the effect of
adversarial training [43, 48].

2.2. Neural Architecture Search

Early NAS algorithms based on evolutionary algorithm
(EA) [50, 51] or reinforcement learning (RL) [1, 69, 70]
often required thousands of GPU hours to search for an
architecture, making their immediate application difficult.
The majority of the computational overhead in these algo-
rithms was caused by the need to train each candidate ar-
chitecture to convergence and evaluate it. By using perfor-
mance approximation techniques, recent NAS works were
able to significantly expedite the architecture search pro-
cess. Examples of commonly-adopted performance approx-
imation techniques include cell-based micro search space
design [70] and parameter sharing [47]. Modern gradient-
based algorithms that exploit such performance approxima-
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tion techniques can be categorized largely into sampling-
based NAS [2, 15, 61, 66], and continuous relaxation-based
NAS [7, 8, 10, 36, 62] according to their candidate architec-
ture evaluation method.

Following the successful acceleration of NAS, its ap-
plication has become prevalent in various domains. In
computer vision, neural architectures discovered by mod-
ern NAS algorithms continue to produce impressive results
in a variety of applications: image classification [8, 10],
object detection [9, 21, 27, 57], and semantic segmenta-
tion [35, 44, 67]. NAS is also being applied to the domains
outside computer vision, such as natural language process-
ing [28] and speech processing [30, 39, 49].

Despite the proliferation of NAS research, only a limited
amount of literature pertaining to the subject of robust neu-
ral architecture exists. RobNet [22] is the first work to em-
pirically reveal the existence of robust neural architectures.
They randomly sample architectures from a search space
and adversarially train each one of them to evaluate their
robustness. Because their method results in a huge com-
putational burden, RobNet uses a narrow search space with
only three candidate operations. RAS [31], an EA-based
method, uses adversarial examples from a separate victim
model to measure the robustness of candidate architectures,
but their approach and objective are restricted to improv-
ing the robustness under black-box attacks. RACL [14], a
gradient-based method, suggests to use the Lipschitz char-
acteristics of the architecture parameters to achieve the tar-
get Lipschitz constant.

3. Theoretical Motivation
Analyzing the topological characteristics of a neural net-

work’s loss landscape is an important tool for understanding
its defining properties. This section introduces theoretical
backgrounds on the relationship between the loss landscape
characteristics and adversarial robustness that inspired our
method. Section 3.1 provides definitions for parameter and
input loss landscapes. Using the provided definitions, sec-
tion 3.2 shows how the degree of curvature in the input loss
landscape of a neural architecture relates to its intrinsic ad-
versarial robustness.

3.1. Parameter and Input Loss Landscapes

We define a neural network as a function fA(ω) where
fA(·) is its architecture, and ω is the set of trainable weight
parameters. Then, a loss function of a neural network can
be expressed as L(fA(ω), x), where x is the input data.

Since both ω and x lie on a high-dimensional space, a
direct visual analysis of L(fA(ω), x) is impossible. There-
fore, the high-dimensional loss surface of L(fA(ω), x) is
projected onto an arbitrary low-dimensional space, namely
a 2-dimensional hyperplane [19, 34]. Given two normal-
ized projection vectors ex and ey of the 2-dimensional hy-

perplane and a starting point o, the points around o are in-
terpolated as follows:

g(o, i, j, ex, ey) = o+ iex + jey. (1)

where i and j are the degrees of perturbations in the ex and
ey directions, respectively.

Depending on the choice of the starting point o, the loss
landscape can be visualized in either the parameter space
(ω) or the input space (x). The computation of loss val-
ues for o = ω is formulated as: L(fA(ω + iex + jey), x),
which corresponds to the parameter loss landscape. Simi-
larly, for o = x, the loss values are computed as follows:
L(fA(ω), x + iex + jey), which corresponds to the input
loss landscape. In this paper, we will primarily focus on the
input loss landscape.

3.2. Intrinsic Robustness of a Neural Architecture

Consider two types of loss functions for updating ω of
an arbitrary neural network fA(ω): a standard loss and
an adversarial loss. On one hand, standard training uses
clean input data xstd to update ω, such that the standard
loss Lstd = L(fA(ω), xstd) is minimized. On the other
hand, adversarial training uses adversarially perturbed in-
put data xadv to update ω, such that the adversarial loss
Ladv = L(fA(ω), xadv) is minimized. From here on, we
refer to fA(ω) after standard training and after adversarial
training as fA(ωstd) and as fA(ωadv), respectively.

Searching for a robust neural architecture is equivalent
to finding an architecture fA(·) with small maxLadv, re-
gardless of the training method. Interestingly enough, the
degree of curvature in the input loss landscape of fA(·) is
highly correlated with maxLadv. One way of quantify-
ing the degree of curvature in the input loss landscape is
through the eigenspectrum of H , the Hessian matrix of the
loss computed with respect to input data. From here on, we
use the largest eigenvalue of the Hessian matrix H to quan-
tify the degree of curvature in the input loss landscape under
second-order approximation and denote it as λmax(H) [63].

Consider fA(ωstd) and fA(ωadv), two independently
trained neural networks with an identical neural architec-
ture fA(·). We define Ω to be a set of ωt which interpolates
between ωstd and ωadv along some parametric curve. For
instance, a quadratic Bezier curve [17] with endpoints ωstd

and ωadv, connected by Ω, can be expressed as follows:

φΩ(p) = (1− p)2ωstd + 2p(1− p)Ω + p2ωadv,

where 0 ≤ p ≤ 1, and Ω = {ωt}Tt=1.
(2)

T denotes the number of ωt (i.e., the number of bends in
the curve). For every fA(ωt), a high correlation between its
λmax(Ht) and maxLadv are observed [68]. The following
theorem provides theoretical evidence for the empirically
observed correlation between the two.
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Theorem 1 (Zhao et al. [68]) Consider the maximum
adversarial loss max‖δ‖≤ε L(fA(ωt), xstd + δ) of any
fA(ωt) on the path φΩ(p), where xstd + δ represents xadv

with ‖δ‖ confined by an ε-ball. Assume:
(a) the standard loss Lstd = L(fA(ωt), xstd) on the path is
a constant for all fA(ωt).
(b) L(fA(ωt), xstd + δ) ≈ L(fA(ωt), xstd) + (gt)

T δ +
1
2δ
THtδ for small δ, where gt and Ht denote the gradient

and the Hessian of Lt at clean input xstd. Let c denote the
normalized inner product in absolute value for the largest
eigenvector v of Ht and gt,

(gt)
T v

‖gt‖ = c. Then, we have

max
‖δ‖≤ε

L(fA(ωt), xstd + δ) ∼ λmax(Ht) as c→ 1. (3)

Please refer to Zhao et al. [68] for the proof. The left-hand
side of Eq. (3) corresponds to maxLadv of all fA(ωt). For
fA(ωstd) specifically, Eq. (3) can be re-written as follows:

max
‖δ‖≤ε

L(fA(ωstd), xstd+δ) ∼ λmax(Hstd) as c→ 1. (4)

Geometrically speaking, adversarial attack methods per-
turb xstd in a direction that maximizes the change in Lstd.
The resulting adversarial examples xadv fool fA(wt) by
targeting the steep trajectories on the input loss landscape,
crossing the decision boundary of a neural network with as
little effort as possible [63]. Therefore, the more curved the
input loss landscape of fA(ωt) is, its predictions are more
likely to be corrupted by adversarial examples.

4. Methodology
Based on the findings in Section 3.2, the problem of

searching for an adversarially robust neural architecture can
be re-formulated into the problem of searching for a neural
architecture with a smooth input loss landscape. Since it
is computationally infeasible to calculate the curvature of
fA(ωt) for every ωt, we opt to evaluate candidate architec-
tures under after standard training:

f∗A(·) = argminfA(·) max
‖δ‖≤ε

L(fA(ωstd), x+ δ)

= argminfA(·)λmax(Hstd),
(5)

where Hstd refers to the Hessian of Lstd of fA(ωstd) at
clean input xstd, and λmax(Hstd) refers to the largest eigen-
value of Hstd.

Therefore, during the search process, AdvRush penal-
izes candidate architectures with large λmax(Hstd). By fa-
voring a candidate neural architecture with a smoother loss
landscape, AdvRush effectively searches for a robust neu-
ral architecture. In this section, we show how the objective
of AdvRush in Eq. (5) can be incorporated into the bi-level
optimization problem of NAS [36] and provide a mathemat-
ical derivation for approximating the Hessian matrix.

4.1. AdvRush Framework

Standard training of each candidate architecture and
evaluating its robustness against adversarial examples in-
cur tremendous computational overhead to derive f∗A(·) in
Eq. (5). Thus, AdvRush employs differentiable architec-
ture search [36] to allow for a simultaneous evaluation of
all candidate architectures. AdvRush starts by constructing
a weight-sharing supernet [36], fsuper(·), from which can-
didate architectures inherit weight parameters ω. Following
the convention in differentiable architecture search [36], we
represent the supernet in the form of a directed acyclic graph
(DAG) with N number of nodes. Each node {x(i)}Ni=1

of this DAG corresponds to a feature map, and each edge
(i, j) corresponds to a candidate operation o(i,j) that trans-
forms x(i). Each intermediate node of the graph is com-
puted based on all of its predecessors:

x(j) =
∑
i<j

o(i,j)(x(i)). (6)

To make the search space continuous for gradient-based
optimization, categorical choice of a particular operation is
continuously relaxed by applying a softmax function over
all the possible operations:

ō(i,j)(x) =
∑
o∈O

exp(α
(i,j)
o )∑

o′∈O exp(α
(i,j)
o′ )

o(x), (7)

where α(i,j) is a set of operation mixing weights (i.e., archi-
tecture parameters). O is the pre-defined set of operations
that are used to construct the supernet. By definition, the
size of α(i,j) must be equal to |O|.

Through continuous relaxation, both the architecture pa-
rameters α and the weight parameters ω in the supernet can
be updated via gradient descent. Once the supernet con-
verges, a single neural architecture can be obtained through
the discretization step: o(i,j) = argmaxo∈Oα

(i,j)
o . The ob-

jective of AdvRush now becomes to update α to induce
smoothness in the input loss landscape of the standard-
trained fsuper(ωstd), such that the final discretization step
will yield f∗A(·) in Eq. (5).

AdvRush accomplishes the above objective by driving
the eigenvalues of Hstd of fsuper(ωstd) to be small. Con-
sequently, their maximum, λmax(Hstd) will also be small.
Let λ1, ..., λd denote the eigenvalues of Hstd. Our ideal
loss term can be defined as the Frobenius norm of Hstd:
Lλ =

√∑
i(λi)

2 =
√

Tr(HT
stdHstd) = ‖Hstd‖F. The

resulting bi-level optimization problem of AdvRush can be
expressed as follows:

minα L(ωstd(α), α;Dval) + γLλ,
where Lλ = ‖Hstd‖F,
s.t. ωstd(α) = argminω L(ω, α;Dtrain).

(8)
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Dtrain refers to training data, and Dval to validation data.
In the following section, we show how Lλ can be computed
without a significant increase in the search cost of AdvRush.

4.2. Approximation of Lλ
‖Hstd‖F can be expressed in terms of l2 norm:

‖Hstd‖F = E[‖Hstdz‖2], where the expectation is taken
over z ∼ N(0, Id). Because the direct computation of Hstd

is expensive, we linearly approximate it through the finite
difference approximation of the Hessian:

Hstdz ≈
l(xstd + hz)− l(xstd)

h
,

where l(x) = ∇xL(fsuper(ωstd), x),
(9)

where h controls the scale of the loss landscape on which
we induce smoothness. However, computing multiple
Hstdz in directions drawn from z ∼ N(0, Id) and taking its
average would be computationally inefficient because each
computation of Hstdz requires calculation of the gradient.
Therefore, we minimize the input loss landscape along the
the high curvature direction, z∗ = sign(∇xL(xstd)

‖sign(∇xL(xstd)‖ to max-
imize the effect of Lλ [16, 26, 43].

With the approximated Lλ, the bi-level optimization
problem of AdvRush can be expressed as:

minα L(ωstd(α), α;Dval) + γLλ,
where Lλ = ‖l(xval + hz∗)− l(xval)‖

and l(x) = ∇xL(fsuper(ωstd), x),

s.t. ωstd(α) = argminω L(ω, α;Dtrain).

(10)

xval is the clean input data from Dval. The value of h in
the denominator of Eq. (9) is absorbed by the regulariza-
tion strength γ. The remaining h in Eq. (10) is treated as a
hyperparameter of AdvRush.

Because the loss landscape of a randomly initialized su-
pernet is void of useful information, in AdvRush, we warm
up α and ω of the supernet without Lλ. Upon the comple-
tion of the warm-up process, we introduce Lλ for additional
epochs. Please refer to the Appendix for the comprehensive
pseudo code of AdvRush search process.

5. Experiments
In the following sections, we present extensive experi-

mental results to demonstrate the effectiveness of AdvRush.
NVIDIA V100 GPU and NVIDIA GeForce GTX 2080 Ti
GPU are used for our experiments.

5.1. Experimental Settings

AdvRush Following the convention in NAS literature [10,
36], the CIFAR-10 dataset is used to execute AdvRush. We
use DARTS [36] as the backbone differentiable architec-
ture search algorithm because it is one of the most widely-
benchmarked algorithms in NAS. For the search phase, the

training set of CIFAR-10 is evenly split into two: one for
updating ω and the other for updating α. We generally fol-
low the hyperparameter setting in DARTS [36], with a few
modifications. We run AdvRush for total of 60 epochs, 50
of which are allocated for the warm-up process. The value
of h in Eq. (10) is set to be 1.5. We use a batch size of 32 for
all epochs. To update ω, we use momentum SGD, with the
initial learning rate of 0.025, momentum of 0.9, and weight
decay factor of 3e-4. To update α, we use Adam with the
initial learning rate of 3e-4, momentum of (0.5, 0.999), and
weight decay factor of 1e-3.
Standard & Adversarial Training Based on the model
size measured in the number of parameters, following hand-
crafted and NAS-based architectures are used for compar-
ison: ResNet-18 [23], DenseNet-121 [24], DARTS [36],
PDARTS [8], RobNet-free [22], and RACL [14]. For a fair
evaluation of each architecture’s intrinsic robustness, all the
tested architectures are trained using identical training set-
tings. 1) Standard training: We train all architectures for
600 epochs. We use SGD optimizer with the initial learn-
ing rate of 0.025, which is annealed to zero through cosine
scheduling. We set the weight decay factor to be 3× 10−4.
2) Adversarial training: We use 7-step PGD training [37]
with the step size of 0.01 and the total perturbation scale ε
of 0.031 (= 8/255) to train all architectures. In addition to
the evaluation on CIFAR-10, we evaluate the transferability
of AdvRush by adversarially training the searched archi-
tecture on the following datasets: CIFAR-100, SVHN, and
Tiny-ImageNet. The dataset configurations and the detailed
hyperparameter settings are provided in the Appendix.

5.2. White-box Attacks

We evaluate the adversarial robustness of architectures
standard and adversarially trained on CIFAR-10 using var-
ious white-box attacks. Standard-trained architectures are
evaluated under FGSM attack, while adversarially-trained
architectures are evaluated under FGSM [18], PGD20,
PGD100 [37], and the standard group of AutoAttack
(APGDCE, APGDT, FABT, and Square) [11]. White-box at-
tack evaluation results are presented in Table 1. After both
training schemes, AdvRush achieves the highest standard
and robust accuracies, indicating that the AdvRush archi-
tecture is in fact equipped with higher intrinsic robustness.
Even with the cell-based constraint, the robust accuracy of
AdvRush under AutoAttack is higher than that of RobNet-
free, which removes the cell-based constraint [22]. In addi-
tion, the high robust accuracy of AdvRush after AutoAttack
evaluation implies that the AdvRush architecture does not
unfairly benefit from obfuscated gradients.

5.3. Black-box Attacks

To evaluate the robustness of the searched architec-
ture under a black-box setting, we conduct transfer-based
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Table 1. Evaluation of robust accuracy on CIFAR-10 under white-box attacks. The best result in each column is in bold, and the second best
result is underlined. PGD20 and PGD100 refer to PGD attack with 20- and 100-iterations, respectively. AA refers to the final evaluation
result after completing the standard group of AutoAttack methods. All attacks are l∞-bounded with total perturbation scale of 0.031.

Adversarially Trained Standard Trained
Model Params Clean FGSM PGD20 PGD100 APGDCE AA Clean FGSM

ResNet-18 11.2M 84.09% 54.64% 45.86% 45.53% 44.54% 43.22% 95.84% 50.71%
DenseNet-121 7.0M 85.95% 58.46% 50.49% 49.92% 49.11% 47.46% 95.97% 45.51%

DARTS 3.3M 85.17% 58.74% 50.45% 49.28% 48.32% 46.79% 97.46% 50.56%
PDARTS 3.4M 85.37% 59.12% 51.32% 50.91% 49.96% 48.52% 97.49% 54.51%
RobNet-free 5.6M 85.00% 59.22% 52.09% 51.14% 50.41% 48.56% 96.40% 36.99%
RACL 3.6M 84.63% 58.57% 50.62% 50.47% 49.42% 47.64% 96.76% 52.38%

AdvRush 4.2M 87.30% 60.87% 53.07% 52.80% 51.83% 50.05% 97.58% 55.91%

Table 2. Evaluation of robust accuracy on CIFAR-10 under black-box attacks. Adversarial examples from the source model are generated
with PGD20. The best result in each row is in bold. The robust accuracy of each architecture under white-box attack is highlighted in gray.

Source
Target ResNet-18 DenseNet-121 DARTS PDARTS RobNet-free RACL AdvRush

ResNet-18 45.86% 66.31% 66.46% 67.54% 67.89% 66.20% 68.52%

DenseNet-121 63.14% 50.49% 65.58% 66.60% 66.58% 65.17% 67.18%

DARTS 64.40% 60.84% 50.45% 65.90% 65.54% 64.55% 66.89%

PDARTS 64.46% 60.44% 64.73% 51.32% 65.61% 64.23% 66.71%

RobNet-free 64.13% 61.03% 64.32% 65.30% 52.09% 63.72% 65.40%

RACL 64.49% 60.46% 64.67% 65.70% 65.73% 50.62% 66.58%

AdvRush 64.43% 60.98% 64.78% 65.24% 64.55% 64.23% 53.07%

black-box attacks among adversarially-trained architec-
tures. Black-box evaluation results are presented in Table 2.
Clearly, regardless of the source model used to synthesize
adversarial examples, AdvRush is most resilient against
tranfer-based black-box attacks. When considering each
model pair, AdvRush generates stronger adversarial exam-
ples than its counterpart; for instance, AdvRush→ DARTS
achieves the attack success rate (i.e., 100% - robust accu-
racy) of 35.22%, while DARTS → AdvRush achieves the
attack success rate of 33.11%.

5.4. Transferability to Other Datasets

We transfer the architecture searched on CIFAR-10 to
other datasets to evaluate its general applicability. The stan-
dard and the robust accuracy evaluation results on CIFAR-
100, SVHN, and Tiny-ImageNet are presented in Table 3,
which shows that the AdvRush architecture is highly trans-
ferable. Notice that on SVHN dataset, AdvRush experi-
ences an extremely low drop in accuracy under both FGSM
and PGD20 attacks. This result may imply that on easier
datasets, such as SVHN, having a robust architecture could
be sufficient for achieving high robustness, even without ad-

vanced adversarial training methods. Please refer to the Ap-
pendix for the full evaluation results.

6. Discussion
6.1. Effect of Regularization Strength

The regularization strength γ is empirically set to be 0.01
to match the scale of Lval and Lλ. The search results of
other values of γ in Table 4. Regardless of the change in
γ, the robust accuracy of the searched architecture is higher
than that of the other tested architectures (Table 1). For
large γ, however, the searched architecture experiences a
significant drop in standard accuracy. Therefore, we con-
clude that AdvRush is not unduly sensitive to the tuning of
γ, as long as it is sufficiently small. We track the change
in Lval and γLλ for different values of γ and plot the re-
sult in Figure 2; clearly, large γLλ causes Lval to explode,
thereby disrupting the search process. Please refer to the
Appendix for the full ablation results.

6.2. Comparison against Supernet Adv. Training

Introducing a curve regularizer to the update rule of ar-
chitectural parameters can be considered as being analogous
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Table 3. Evaluation of robust accuracy on various datasets under
white-box attacks. We transfer the AdvRush architecture searched
on CIFAR-10 to CIFAR-100, SVHN, and Tiny-ImageNet and
evaluate its robustness against FGSM and PGD20 attacks. All at-
tacks are l∞-bounded with total perturbation scale of 0.031.

Dataset Model Clean FGSM PGD20

CIFAR-100

ResNet-18 55.57% 26.03% 21.44%
DenseNet-121 62.33% 34.68% 28.67%
PDARTS 58.41% 30.35% 25.83%
AdvRush 58.73% 39.51% 30.15%

SVHN

ResNet-18 92.06% 88.73% 69.51%
DenseNet-121 93.72% 91.78% 76.51%
PDARTS 95.10% 93.01% 89.58%
AdvRush 96.53% 94.95% 91.14%

ResNet-18 36.26% 16.08% 13.94%
Tiny- DenseNet-121 47.56% 22.98% 18.06%
ImageNet PDARTS 45.94% 24.36% 22.74%

AdvRush 45.42% 25.20% 23.58%

Table 4. Effect of the change in the magnitude of γ. Ours. refers
to AdvRush with default γ of 0.01. The best result in each column
is in bold, and the second best result is underlined.

γ Clean FGSM PGD20 PGD100

0.001 (x 0.1) 85.65% 60.04% 52.70% 52.39%
0.005 (x 0.5) 85.68% 60.31% 52.93% 52.61%
0.01 (Ours.) 87.30% 60.87% 53.07% 52.80%
0.02 (x 2) 83.15% 59.34% 53.42% 53.19%
0.1 (x 10) 83.03% 59.69% 53.67% 52.20%

to adversarial training of architectural parameters. There-
fore, we compare AdvRush against adversarial training of
the architectural parameters using two adversarial losses:
7-step PGD and FGSM. Since adversarial training can be
introduced with or without warming up ω and α of the su-
pernet, we test both scenarios. The search results can be
found in Table 5. It appears that neither one of the adver-
sarial losses is effective at inducing additional robustness
in the searched architecture. We conjecture that the inner
and the outer objectives of the bi-level optimization col-
lide with each other when trying to fit clean and perturbed
data alternatively, thereby disrupting the search process. In
the following section, we show in detail why the architec-
tures searched through adversarial training of the supernet
are significantly less robust than the family of AdvRush ar-
chitectures. The failure of adversarial losses upholds the
particular adequacy of the curve regularizer in AdvRush for
discovering a robust neural architecture. Additional com-
parison results against other variations of DARTS are in-
cluded in the Appendix.
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Figure 2. Search epoch vs. Lval (left) and γLλ (right). Lval is
plotted in linear scale, and γLλ is plotted in logarithmic scale. It
is clear that large γLλ causes explosion in Lval.

Table 5. AdvRush compared to various standard adversarial train-
ing methods. EWarm and EAdv denote the number of epochs with
and without the adversarial loss term, respectively.

Search EWarm EAdv Clean FGSM PGD20 PGD100

FGSM
0 50 83.04% 56.30% 48.76% 48.47%
0 60 82.82% 55.55% 48.41% 48.04%

50 10 82.78% 54.17% 46.48% 46.03%

PGD
0 50 81.13% 53.59% 46.37% 45.95%
0 60 81.87% 53.46% 46.22% 45.82%

50 10 82.26% 54.87% 46.81% 46.63%

AdvRush 87.30% 60.87% 53.07% 52.80%

6.3. Examination of the Searched Architecture

In Figure 3, we compare the input loss landscapes of
the AdvRush and the PDARTS architectures after stan-
dard training and adversarial training . The loss land-
scapes are visualized using the same technique as utilized
by Moosavi et al. [43]. Degrees of perturbation in input
data for standard-trained and adversarially-trained architec-
tures are set differently to account for the discrepancy in
their sensitivity to perturbation. Independent of the training
method, the input loss landscape of the AdvRush architec-
ture is visibly smoother. The visualization results demon-
strate that the search result of AdvRush is aligned with our
theoretical motivation.

We analyze the architectures used in our experiments to
provide a meaningful insight into what makes an architec-
ture robust. To begin with, we find that architectures that
are based on the DARTS search space are generally more
robust than hand-crafted architectures. The DARTS search
space is inherently designed to yield an architecture with
dense connectivity and complicated feature reuse. We be-
lieve that the complex wiring pattern of the DARTS search
space allows derived architectures to be more robust than
others, as observed by Guo et al. [22].

Furthermore, we compare 12 architectures searched
from the DARTS search space, through Harmonic Robust-
ness Score (HRS) [12], a recently-introduced metric for
measuring the trade-off between standard and robust accu-
racies. Details on how to calculate HRS can be found in
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(a) Std. Trained on CIFAR-10 (PDARTS vs. AdvRush) (b) Adv. Trained on CIFAR-10 (PDARTS vs. AdvRush)

n
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Figure 3. Loss landscape visualization for (a) standard-trained architectures and (b) adversarially-trained architectures. ~n and ~r denote
perturbations in normal and random directions, respectively. For both figures, the loss landscape on the left is of the PDARTS architecture,
and the one on the right is of the AdvRush architecture. The loss landscapes of AdvRush are visibly smoother than those of PDARTS.

Table 6. Architecture analysis. {M.P.; A.P.; S.; S.C.; D.C.} each refers to max pooling, average pooling, skip connect, seperable convo-
lution, and dilated convolution. The width and the depth of an architecture are measured following Shu et al. [53], and N, R denote the
normal and the reduction cell. Std. Tr. and Adv. Tr. refer to the HRS score of an architecture after standard and adversarial training.

Search Arch Params # of Operations Width Depth HRS (↑)
{M.P.; A.P.; S.; S.C.; D.C.} {N, R} {N, R} Std. Tr. Adv. Tr.

PDARTS 3.4M {0; 1; 3; 10; 2} {2.5c, 3c} {4, 3} 69.92 64.10

AdvRush

Arch 0 4.2M {0; 2; 4; 9; 1} {4c, 3c} {2, 3} 71.09 66.01
Arch 1 4.2M {0; 0; 5; 8; 3} {4c, 3c} {2, 3} 63.50 65.25
Arch 2 4.2M {0; 0; 4; 10; 2} {3.5c, 3.5c} {3, 3} 71.06 65.44
Arch 3 3.8M {0; 0; 6; 7; 3} {4c, 3c} {2, 3} 64.24 64.05
Arch 4 3.7M {0; 0; 5; 8; 3} {4c, 4c} {2, 2} 66.27 65.20

Arch 5 2.9M {4; 0; 3; 2; 7} {4c, 3.5c} {2, 3} 61.57 61.44
Arch 6 3.0M {4; 0; 3; 1; 8} {4c, 3c} {2, 3} 67.36 61.10

Supernet Arch 7 2.3M {5; 1; 6; 1; 3} {4c, 3c} {2, 3} 44.55 59.53
Adv. Tr. Arch 8 2.3M {1; 0; 4; 0; 11} {3c, 3c} {4, 3} 38.87 59.01

Arch 9 2.1M {1; 0; 6; 0; 9} {3.5c, 3c} {4, 3} 34.52 59.08
Arch 10 2.3M {0; 5; 7; 1; 3} {4c, 2.5c} {2, 3} 38.15 59.66

the Appendix. In Table 6, we report the HRS of each ar-
chitecture, along with the summary of its architectural de-
tails. Arch 0-4 correspond to architectures in Table 4, and
Arch 5-10 to those in Table 5. Please refer to the Appendix
for the visualization of each architecture. In general, robust
architectures with high HRS have fewer parameter-free op-
erations (i.e. pooling and skip connect) and more separable
convolution operations. As a result, they tend to have more
parameters than non-robust ones; this result coincides with
the observations in Madry et al. [37] and Su et al. [54].

Also, the fact that Arch 5 & 6, in spite of having a fewer
number of parameters, have comparable HRS to some of
the larger architectures leads us to believe that the diversi-
fication of operations contributes to improving the robust-
ness. The operational diversity is once again observed in
PDARTS and Arch 0, both of which have high HRS. Lastly,
no clear relationship between the width and the depth of an
architecture and its robustness can be found, indicating that
these two factors may have less influence over robustness.

7. Conclusion
In this work, AdvRush, a novel adversarial robustness-

aware NAS algorithm, is proposed. The objective function
of AdvRush is designed to prefer a candidate architecture
with a smooth input loss landscape and is integrated seam-
lessly into DARTS. Strong empirical results aligned with
the theoretical motivation validate the effectiveness of our
approach. Possible future works include the study of a ro-
bust neural architecture for multimodal datasets and expan-
sion of the search space to activation functions.
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