











Algorithm 1: Our rare category active approach.
Input: U, I, Mgre, B, N, Q, fa,

Output: M{

F + cacheFeatures(Mgm, U)

A auxiliaryLabels(Mg

re’

U)
C < computeFeatureCentroid(Mg

re’ Ip)
R,s < rankByCosineSimilarity(c, I)
L, I,,L, + {}, W,, < {}
Mg« Mg,
for ; < 1 to N do
for j + 1 to @ do
if |L,| < |L,| then

‘ H,, H,, < queryHumanTopK([, I,,s)
else

‘ H,, H,, < queryHumanTopK(B, R.p;)
L,+~ H,UL,, L, + H,UL,
W,, <+ pseudoNegativeLabels(R,,s, fq)
M+ trainLinearModel(l,L,,L,,W,)
U« U-(H,UH,)
Rpyos < sortPositiveScore(M!, U)
Rent < sortMarginDistance(M?, U)
MZd — trainBGSplit(Mzd_l,Lp, L, W,, A
F + cacheFeatures(MZ-d, U)
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of positives and negatives labeled so far (| L,|, | L, |). If the
number of positives labeled so far is less than the number
of negatives, we ask the human to label the most-likely-
positive images (12,,5), otherwise we ask the human to label
the images closest to the linear model’s margin (Rey,).

Generating negative pseudo labels on low ranking sam-
ples. Given only the small number of human labeled im-
ages (|Lp|,|Ly]) it is difficult to improve the deep fea-
ture representation. Our approach addresses this issue by
machine labeling a large subset of the unlabeled images
U. Firstly, our approach avoids labeling errors by restrict-
ing pseudo labels to negatives and more precisely the low
ranked samples in the current ranking R,,, which are un-
likely to be positives. Secondly, our algorithm takes a pro-
gressive approach to machine labeling based on the num-
ber of human-labeled positives and negatives (L, and L,,).
The routine pseudoNegativeLabels (Line 14) chooses
fa(|Lp| +0.1|L,,|) samples uniformly from the bottom half
of the ranking as pseudo negatives. f, is a scalar hyper pa-
rameter that controls the amount of pseudo labels relative to
the human-labeled data the algorithm uses. The goal of this
heuristic is to keep the label errors relative to the amount of
human-labeled data low while maintaining diversity in the
negatives. Although easy negatives can be automatically la-
beled reliably with simple heuristics, similar heuristics can-

not be used to generate automatic labels for positives of the
rare category. We show that even conservatively pseudo la-
beling positives results in lower accuracy in the active pro-
cess compared to our approach.

Updating feature representation with extreme imbal-
ance. Training the deep models M¢ with a small num-
ber of human labeled images and a large number of pseudo
labeled negatives remains challenging due to the extreme
imbalance in the training data. Our approach mitigates this
issue while distilling information from a related domain by
using a recent deep-model training technique called back-
ground splitting [26] designed for coping with extreme im-
balance. trainBGSplit (Line 19) trains the deep represen-
tation using all the human-labeled and pseudo-labeled data,
plus auxiliary labels A; computed using the pre-trained
model M?
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Interleaved feature representation and ranking updates.
In principle, we can update the deep model with every hu-
man label to make best use of subsequent human effort.
However, updating the deep representation frequently is
computationally expensive and gives diminishing returns
as we show in the supplemental. Conversely, training lin-
ear models on fixed features is computationally cheap but
results in lower quality models. Our approach strikes a
balance between the two extremes by interleaving low fre-
quency updates of the feature representation (every () B hu-
man labels) with high frequency training of a linear model
(every B human labels) used to update the ranking. The
outer loop ¢ corresponds to feature updates and the inner
loop j corresponds to ranking updates with a fixed feature
representation. The parameters NV and () specify the num-
ber of feature and ranking update iterations respectively.
The routine trainBGSplit starts with the model from the
previous iteration and only trains it for a few epochs on the
current labeled data (L, L,,, W,,). Continuous training of
the deep model across the active iterations keeps the training
cost close to that of training a fully supervised deep model
just once on all the data. After every update the features for
the unlabeled data are cached (Line 20) for training linear
models used to choose images for human labeling. In be-
tween the feature updates, the routine trainLinearModel
uses the current features to rapidly train a linear model (M)
using both human and pseudo negative labels. The result-
ing linear model is used to update the ranking used to pick
images for human labeling as well as pseudo negatives.

4. Evaluation

Our approach has three components: active sampling,
pseudo labeling and deep model training on imbalanced
data. Prior work has largely focused on individual compo-


















