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Abstract

There exists many powerful architectures for object detection and semantic segmentation of both biomedical and natural images. However, a difficulty arises in the ability to create training datasets that are large and well-varied. The importance of this subject is nested in the amount of training data that artificial neural networks need to accurately identify and segment objects in images and the infeasibility of acquiring a sufficient dataset within the biomedical field. This paper introduces a new data augmentation method that generates artificial cell nuclei microscopical images along with their correct semantic segmentation labels. Data augmentation provides a step toward accessing higher generalization capabilities of artificial neural networks. An initial set of segmentation objects is used with Greedy AutoAugment to find the strongest performing augmentation policies. The found policies and the initial set of segmentation objects are then used in the creation of the final artificial images. When comparing the state-of-the-art data augmentation methods with the proposed method, the proposed method is shown to consistently outperform current solutions in the generation of nuclei microscopical images.

1. Introduction

The ability to image, extract and study cells is essential to various research areas within the medical field. Advancements in high-resolution fluorescent microscopy have allowed medical professionals access to a more detailed visualization of cells and their interactions [17]. A prime example is within immunotherapy, where there exists great importance to assess the efficacy of different treatments for fatal illnesses such as cancer, or more contemporarily, HIV/AIDS. Automated analysis of cellular images enables medical researchers to avoid time-consuming quantification, vastly improving the speed at which it takes to quantify reproducible mass data. The development of strong artificial neural networks for semantic segmentation and object detection should naturally accompany the automation process.

However, the large datasets required to train models of Artificial Neural Networks (ANNs) [21] greatly slows down researchers due to the naturally lengthy process of acquiring ground truth images. Creating training data from microscopical images requires expertise and precision to separate nuclei cells. If there is a method to reliably automate the ground truth generation of nuclei cells, it can prevent common human errors. The requirement for experts in the field can be reduced hugely. It saves time, saves resources, and most importantly by generating a huge number of training data, can help the learning of ANNs for related biological fields in a way that is not possible with current technologies. The solution that we are looking for is to create a methodology that not only generates artificially augmented images but is also semantically aware of the objects within the images.

Unfortunately, current methods in machine learning which deal with artificially augmenting training data such as different forms of Generative Adversarial Networks (GANs) [9] do not deal with generating semantically aware labels for the objects. They also have other problems that make them unsuitable for generating training data in medical fields. To properly train GAN networks, we usually need a large set of training data, which is not always available in
microscopical nuclei imaging. There are several attempts to solve this problem, such as [11, 26, 38, 37, 41]. DeLi-Gan parametrizes the latent generative space and learns the model’s parameters along with those of GAN [11]. Noguchi and Wang apply the principles of transfer learning to a pre-trained generator in order to compensate for the lack of a larger dataset [26]. Another approach is to directly apply commonly-used augmentation techniques such as cropping, flipping, scaling, color jittering, and region masking [13, 12, 8, 15] on the training data to increase its variety.

A more important issue that current models of data augmentation may have with nuclei cell images originates from the nature of this type of data. Given that medical imaging deals with highly sensitive data, uncontrolled, noisy, and unreliable; artificial images can potentially lead to disastrous outcomes. For instance, in natural images, creating unidentified objects that look real is always exciting. However, for immunotherapists that are treating cancer patients, using such training sets may result in not correctly evaluating an immune response within a cancer patient.

To address these problems, we propose semantically aware data augmentation for cell nuclei microscopical images. Our main objective is the generation of artificial images that provide complete semantic segmentation information for the biomedical field. To generate artificial images, we use standard augmentation techniques, which provide the required control over cell objects that are needed to generate accurate cells with their precise semantic information. This method is possible because of the unique forms of cell nuclei microscopical images. In contrast to real-world images with dozens of complex interconnected objects, cell nuclei images have much more simplistic forms with having focus on specific cell objects and mostly recognizable background patterns that separate the cells from one another.

To generate images, we first need an initial set of images that are segmented by experts within the field. We consider two types of cells from the available objects. The first type can be identified as single-cells, which are easily distinguished from other cells. The second type is called multi-cells, which may suffer from low contrast of cell boundaries, background noise (impurities), adhesion, and cell clustering. We show that if these two categories are used to generate images, we can create artificial images that are not distinguishable from natural data. Specifically, normal augmentation techniques are applied to the segmented single-cells and multi-cells. In order to maintain the integrity of the original cells, only a subset of controlled augmentation techniques are used. To apply an augmentation onto the cells, we use an augmentation policy [6, 7, 45]. To find the best policies, a Wasserstein Autoencoder [35] provides a scoring system for Greedy AutoAugment [24, 29], which ranks different combinations of sub-policies [34, 39, 27].

The best performing sub-policies are then used as final policies in creating training images. An image is generated by randomly selecting the number of cells within an image and applying a policy for each cell. The same procedure is used for the available masked images to create artificial images with complete ground truth information. In order to assess the quality of the generated images, we follow a similar approach found in [5]. To evaluate the quality of the images we use the Fréchet Inception Distance (FID) as well as the Kernel Inception Distance (KID), which has shown better support for smaller datasets [3].

2. Proposed Method

Let us define a set of semantic segmented objects \( S = (x_0, ..., x_n) \) as an initial set of single-cells and multi-cells, with an infinitely large search space, \( P \), containing different augmentation policies. Our goal is to find the best augmentation techniques that will output the most naturalistic nuclei images while maintaining complete segmentation information. In order to ensure that augmented images maintain natural properties, an AutoEncoder [22, 23, 30, 20] is trained that estimates an identity function, \( f(S_i) \approx S_i \) for \( i \in [0, n] \). The AutoEncoder gives a high-level evaluation of the quality of the augmented policies and creates the scoring criterion for Greedy AutoAugment [24]. Greedy AutoAugment is an efficient search algorithm that finds the best augmentation policies within an arbitrarily large sample space. After finding the best policies for single-cells and multi-cells objects, the cells accept policies and are placed pseudorandomly in a carefully defined frame.

![Figure 1: AutoEncoder finds the distribution of cells. It is used as the scoring criterion for Greedy AutoAugment.](image-url)

2.1. AutoEncoder

The autoencoder attempts to learn a function \( f(S_i) \), where \( S_i \) is a set of segmented cells that maps \( S_i \) to itself. \( S_i \) contains all of the segmented objects from the single-cells and multi-cells. This is done to learn the overall distribution of the individual cells. This process is shown in Figure 1. The segmented cells, which are obtained from the original training data, are separated as sampled objects \( (S_i) \). An AutoEncoder is used to map \( S_i \) to \( S_i \), to find the distribution of \( S_i \). After training for a specific number of epochs, the next step is to use the trained AutoEncoder to create a criterion for the purpose of ranking different augmentation policies.
To determine the quality of a single policy, we apply the policy to all members of $S_i$. When a cell is augmented and passed through the AutoEncoder and maps to the same exact cell without applying the policy, its output can evaluate the quality of that policy. With this mechanism, we make sure that the original cells can be changed but maintain their integrity. The purpose of this is when the augmentation takes place, the policy must not alter the cell to an unrecognizable state. In the searching phase, the accuracy of $f(S_i)$ is passed as the scoring criterion for the Greedy Search to rank every explored policy.

### 2.2. Greedy AutoAugment

A policy is used to perform data augmentation on an image. Each policy has three essential elements, the augmentation technique, the magnitude of the operation, and the probability. Therefore, a search mechanism for finding the best augmentation techniques is a search space that should consider all possible combinations of these three elements. The number of augmentation techniques used in this paper is eleven (see Table 1). The magnitude is the degree to which an operation is applied. For instance, in the rotation augment, the magnitude specifies how much an image is rotated. Finally, the third element specifies the probability of applying the augmentation to the image.

Before searching for the best policy, we have to first discretize the space of probabilities and the magnitudes. The discretization of probabilities uses eleven values within uniform space, and the discretization of magnitudes uses ten values within uniform space. With this setting, the search space is simply $(20 \times 10 \times 11)$. This search space is defined to consider all possible combinations of elements in one sub-policy (the first search layer). If we expand the search space in order to find all the possible combinations for two sub-policies, the search space increases its size to $(20 \times 10 \times 11)^2$ (two search layers). Continuously, we can expand the search space for more layers infinitely. In general, we define $(20 \times 10 \times 11)^l$, where $l$ is the number of layers within the search space.

To reduce the search space, Greedy AutoAugment considers the probability value of one, for all augmentation techniques. It is shown that this design would not hurt the end results [24]. Additionally, instead of considering all possible combinations, only the best combinations from the strongest sub-policies are considered. In other words, a greedy search algorithm is used, and expanding the search layers occurs only when it is required. Accordingly, the new number of the possibilities is defined as follows,

$$\sum_{t=1}^{k} (t_n \times m_n)$$

In this notation, $k$ is an arbitrary integer number, which indicates the number of iterations the algorithm is allowed to perform within the search. The $t$ and $m$ variables represent the augmentation technique and magnitude. Respectively, $t_n$ and $m_n$ are the maximum values for $t$ and $m$. To augment the data, a selection of the policies are used among all of the searched policies based on a scoring criterion. With the selected policies, the training data can then be expanded with the new augmented data as much as is required.

### 2.3. Image Creation

Figure 2 demonstrates the overall process of creating the final augmented images. We processed the original images, along with their respective masks, which come with a set of original images that are semantically labeled by experts within the biomedical field, and then received two types of cell collections, single-cells collection and multi-cells collection. The set of noise collection is manually collected following expert’s guidance. Adding noise helps to avoid overfitting within the created datasets. As mentioned before, a multi-cells is a segmentation object consisting of multiple cells with intersecting bounding boxes. In many cases, boundaries are not well-defined, and the use of these ambiguous borders in creating single-cells may lead to unnatural imagery. Although single-cells have well-defined boundaries, the use of these cells for the creation of multi-cells leads to the generation of cells that lack natural properties originally found within the raw data.

In order to address this issue, we distinguish the two different collections and act on them separately. When a multi-cells is placed inside the frame of an artificial image, we solely use the separated collection of multi-cells images.
On the other hand, if we want to place a single-cell inside the frame of an artificial image, we solely use the collection of single-cell images. To further streamline the process of creating realistic images, all of the single-cells and multicells objects that are too close to the boundaries of the original images are ignored. The next step uses these collected objects, along with distribution information, to create the final artificial images. The noise is applied to final images using the same procedure. In Figure 2, this is shown with examples of artificial images and masks.

When creating an image, we mimic the distribution of the number of cells (and noise) within the training data and the ratio of multi-cells to singular cells. For example, let \( j \) denote the mode of the distribution representing the number of cells found within our original data, then \( j \) policies are selected from the Greedy AutoAugment and applied to \( j \) original cells. These newly augmented cells are then applied in a controlled manner onto a blank image, avoiding overlaps while maintaining the ratio between multi and singular cells. The exact procedure is applied to the corresponding masks of the cell objects. Thus, creating an artificial image with natural properties and complete segmentation information. This process is done until we get \( r \) images with a matching distribution to the number of cells found within our original data [46].

3. Experiments

We use the proposed method, to generate artificially augmented images on four prominent GAN models. The DC-GAN is specifically designed to generate synthetic images for large-scale datasets [31] [32]. The small dataset BigGAN (BigGAN-SD) is one of the first serious attempts to introduce GAN for small datasets [4]. Recently, several papers used data augmentation to improve GAN for small datasets [2] [43] [56]. Among these attempts, we selected Data-Efficient GAN, which is more optimized for smaller datasets. There are two variants of Data-Efficient GAN for two state-of-the-art methods, one is StyleGAN2 [14], and the other is BigGAN [4]. In the paper, we call these two variants BigGAN-Diff and StyleGAN2-Diff. While these models are not designed to maintain semantic segmentation information for their image objects, they can still be used to compare the quality of the images created from our method.

**Evaluation metrics** We use two known evaluation metrics that are used for the GAN networks. Fréchet Inception Distance (FID) calculates the Fréchet distance between two multidimensional Gaussian distributions. This technique compares the distribution of the generated images, along with the mean and variances of the Gaussian distributions between artificial and original images. Kernel Inception Distance (KID) compares the two probability distributions by drawing samples independently from each distribution. This method improves FID and acts as a more reliable and unbiased estimator.

**Experiment setup** All of our experiments are conducted on K80 NVIDIA graphic cards. For the embedded deep neural networks for our method, we used Pytorch [28]. For Greedy AutoAugment [24], we used the implementation in [25] [44] [33] and for the AutoEncoder we used the Wasserstein variation [55] [10] [18]. For the experiments, all of the models are compared with their baseline released codes from the authors. We did not alter the suggested configuration from the official papers. To reduce computations, we search the search space of augmentation policies within the maximum number of 20000 policies, in which the first 1000 policies are used. All of the GAN models were trained for 150000 epochs across all experiments.

We mainly use two cell nuclei datasets containing microscopical images obtained from two different biological fields. The CAR-T cell dataset consists of 156 images at a resolution of \( 1024 \times 1024 \). This dataset was collected by Rutgers Cancer Institute of New Jersey using microscope system A1R HD25 (Nikon, Japan), which provides a 25 mm field of view. The second dataset is the Kaggel 2018 Data Science Bowl (Bowl-18) [11], which contains around 589 images that were acquired under a variety of conditions.
and vary in the cell type, magnification, and imaging modality (brightfield vs. fluorescence). A subset of 193 images with consistent attributes is used.

### 3.1. Single-Cell Image Generation

Single-cell images are the most basic elements in the creation of complete artificial images. To create artificial single-cells, we use extracted segmentations from experts. The cells should then transform from its original state to a new state using an augmented policy. The outcome is an artificial cell that can be used to create artificial images. In this section, we measure the accuracy of these generated cells through the use of the evaluation methods discussed above (FID and KID). In other words, we answer how much applying different augmentation policies affects the quality of single-cells. The results is shown in Table 2. The proposed method is referred to as Sem-Aware (semantic-aware).

<table>
<thead>
<tr>
<th>Model</th>
<th>FID(^1)</th>
<th>FID(^2)</th>
<th>KID(^1)</th>
<th>KID(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCGAN</td>
<td>227.06</td>
<td>235.60</td>
<td>.2187</td>
<td>.2042</td>
</tr>
<tr>
<td>BigGAN-SD</td>
<td>381.60</td>
<td>363.57</td>
<td>.4765</td>
<td>.3320</td>
</tr>
<tr>
<td>BigGAN-Diff</td>
<td>80.83</td>
<td>262.46</td>
<td>.02591</td>
<td>.4875</td>
</tr>
<tr>
<td>StyleGAN2-Diff</td>
<td>31.32</td>
<td><strong>10.36</strong></td>
<td>.01173</td>
<td><strong>.0067</strong></td>
</tr>
<tr>
<td><strong>Sem-Aware</strong></td>
<td><strong>8.37</strong></td>
<td>23.32</td>
<td><strong>.00068</strong></td>
<td><strong>.0212</strong></td>
</tr>
</tbody>
</table>

Table 2: FID and KID scores of single-cell image generation on CAR-T and Kaggle datasets. \(^1\) represents a score using the CAR-T dataset, \(^2\) represents a score using the Kaggle dataset.

StyleGAN2-Diff scores 10.36, which is better than the proposed method.

**Kernel Inception Distance** The KID scores show that the proposed method has a higher score than StyleGAN2-Diff by 0.01105 using the CAR-T data. When using the Kaggle dataset, StyleGAN2-Diff scores .0067, which is better than the proposed method.

Due to the simplified nature of single-cells, most methods performed well in producing strong artificial single-cells. The results for the image generation are presented in Figure 3. Figure 3a shows the original single-cell images and their labels. The first two rows are the images and masks of the CAR-T dataset, and the last two rows...
Figure 4: Multi-cells image generation on CAR-T and Kaggle datasets; (a) The first two rows and last two rows represent the multi-cells images and their masks from CAR-T dataset and Kaggle dataset, respectively. (b) shows the multi-cells images and their associated masks that were generated by our method. The first two rows are the multi-cells images generated from the CAR-T dataset and their masks. The last two rows are the multi-cells images generated from the Kaggle dataset and their masks. (c) shows the multi-cells images generated by StyleGan2-Diff. In the generation of multi-cells images, StyleGan2-Diff had the best performance among selected GAN models.

are the images and masks of the Kaggle dataset. Figure 3b shows the single-cell images and their associated masks that were generated by our method. Similar to what was mentioned before, the first two rows are the results of the CAR-T dataset, and the last two rows are the results of the Kaggle dataset. Figure 3c shows the output for StyleGAN2-Diff, which had the best FID/KID scores within the GAN comparisons. As mentioned above, these methods do not produce segmentation results. The proposed method gives competitive, if not better results compared to selected GAN methods and outputs images with a great likeness to the original single-cells. This shows that the controlled environment was successful in the generation of single-cells and preserves the original traits of each natural cell.

3.2. Multi-Cells Image Generation

Multi-cells images are another basic element for cell nuclei microscopical images. The artificial generation of multi-cells is more challenging for GAN models because their numbers are generally much lower than single-cells. This should not affect our model, which has minimal dependence on the number of images to produce high-quality cells. Similar to the previous section, we investigate how the proposed method compares to the GAN models used in the creation of realistic images. Respectively, we perform experiments on CAR-T and Kaggle datasets. The scores are reported in Table 3.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID 1</th>
<th>FID 2</th>
<th>KID 1</th>
<th>KID 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCGAN</td>
<td>215.61</td>
<td>404.90</td>
<td>.1911</td>
<td>.2986</td>
</tr>
<tr>
<td>BigGAN-SD</td>
<td>369.78</td>
<td>414.81</td>
<td>.3686</td>
<td>.3409</td>
</tr>
<tr>
<td>BigGAN-Diff</td>
<td>171.37</td>
<td>126.3</td>
<td>.1300</td>
<td>.1313</td>
</tr>
<tr>
<td>StyleGAN2-Diff</td>
<td>86.74</td>
<td>99.04</td>
<td>.0447</td>
<td>.0999</td>
</tr>
<tr>
<td>Sem-Aware</td>
<td>18.33</td>
<td>39.93</td>
<td>.0011</td>
<td>.0732</td>
</tr>
</tbody>
</table>

Table 3: FID and KID scores of multi-cells image generation on CAR-T and Kaggle datasets. \(^1\) represents a score using the CAR-T dataset, \(^2\) represents a score using the Kaggle dataset.

**Fréchet Inception Distance** The results show that our method greatly outperforms the existing models across all parameters. The FID score of the proposed method, surpasses the best performing GAN model StyleGAN2-Diff by 68.41 within the CAR-T dataset and 59.11 within the Kaggle dataset.

**Kernel Inception Distance** Similar to the FID scores, the data shows the proposed method has a better generation quality for multi-cells. For KID, the best performing GAN model is again StyleGAN2-Diff, which is outperformed
Figure 5: Cell nuclei image generation on CAR-T and Kaggle datasets; (a) and (b) are the CAR-T nuclei images generated by our method and their associated masks. (c) and (d) are the Kaggle nuclei images generated by our method and their associated masks. (e) and (f) represent CAR-T images and Kaggle images generated by StylGAN2-Diff. For reference, the first two rows in (g) show original CAR-T dataset, and the last two rows show original Kaggle dataset.

The evaluation scores show the difficulty of generating naturalistic multi-cells due to the many variables that result in cell clustering and adhesion. The results to produce multi-cells using the CAR-T dataset and Kaggle dataset are presented in Figure 4. Similar to the single-cells, samples are provided for observation. Figure 4a shows original multi-cells images and their labels, while Figure 4b shows multi-cells images and their masks generated by our method. Figure 4c shows the output for the method StyleGan2-Diff, which had the best FID/KID scores within the comparisons. The proposed method consistently provides better results compared to GAN for multi-cells. This shows that the controlled environment was again successful in generating new multi-cells while simultaneously preserving the traits found within the original cells.

3.3. Cell Nuclei Image Generation

The proposed method utilizes two sets of images (single-cells and multi-cells), along with recognized noise background, to place them into single frames. The quantity of single-cells and multi-cells are important for creating diverse images. Since we are utilizing small sets of training data, generating artificial data seems more difficult for GANs. The results is shown in Table 4.
Kernel Inception Distance  The results remained consistent with the FID values, with the proposed method outperforming StyleGAN2 by 0.97 using the CAR-T dataset and 0.0176 using the Kaggle dataset.

The final results of the creation of complete CAR-T cell images are presented in Figure 5. Figure 5a and Figure 5b show CAR-T images and masks generated by our method. Figure 5c and Figure 5d show Kagle images and masks generated by our method. Figure 5e and Figure 5f represent CAR-T images and Kagle images generated by StyleGAN2-Diff. Figure 5g shows the real images and masks for reference. The first two rows are the images and masks of the CAR-T dataset, and the last two rows are the images and masks of the Kaggle dataset. The results show the precise segmentation information that our method provides, as well as demonstrating the clear advantage in the creation of high-quality images over alternative GAN solutions.

4. Performance on Real Applications

In Table 5, we tested our augmentation algorithm with accuracy (AP score) of 11 state-of-the-art detection algorithms. The values on the left side indicate the AP scores from original algorithms, and the values on the right side indicate the AP scores after applying 100 augmented data to the original training sets. The results show that we could consistently improve the results of these algorithms (30 out of 33).

Complex Datasets: While the dark background is needed to create synthetic photo-realistic images, datasets with higher spectral color can still benefit from the method for certain tasks. In Table 5 Part 1, we report the results for bounding box detection for the Neural cells dataset [40], which has high spectral.

Conditional GAN: The GAN methods in their pure form cannot be used to improve the bounding box detection because they do not produce the respective labels which are required for comparisons. In Table 5 Part 2, we use [19] for comparing the method with conditional GAN. By applying 100 extra augmentation data to the original training, we could increase the accuracy by 10.79% and 25.67% for CART and Kaggle. The accuracy here is the mean of the Jaccard scores [16] between pairs of generated and original semantic labels for all test points.

Semantic Segmentation: For semantic segmentation, the results of the mixed CART-T dataset are at least 0.39% and up to 2.86% higher than results of the real data on AP. It also shows improvement of at least 0.65% and up to 1.18% when compared to the reference CART-T dataset at IOUs. The details of these experiments are presented in supplementary. The results show that the method could easily improve the accuracy of semantic segmentation of cells.

5. Conclusion

We presented a semantically aware data augmentation for the generation of artificial cell nuclei microscopical images along with their correct semantic segmentation labels. An initial set of segmentation objects are used with Greedy AutoAugment to find the best performing policies. The found policies and initial set of segmentation objects are then used to create the final artificial images. The images are compared with state-of-the-art data augmentation methods. The results show that the quality of the proposed method in different stages is on par with the original data and surpasses different GAN models. These observations are confirmed by FID and KID scores. The proposed method is effectively ready to generate artificial cell nuclei microscopical images. In the future, this method can help to better train microscopical images with artificial neural networks.
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