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Abstract

In the image domain, excellent representations can be
learned by inducing invariance to content-preserving trans-
formations via noise contrastive learning. In this paper, we
generalize contrastive learning to a wider set of transforma-
tions, and their compositions, for which either invariance
or distinctiveness is sought. We show that it is not imme-
diately obvious how existing methods such as SimCLR can
be extended to do so. Instead, we introduce a number of
formal requirements that all contrastive formulations must
satisfy, and propose a practical construction which satisfies
these requirements. In order to maximise the reach of this
analysis, we express all components of noise contrastive
formulations as the choice of certain generalized transfor-
mations of the data (GDTs), including data sampling. We
then consider videos as an example of data in which a large
variety of transformations are applicable, accounting for
the extra modalities – for which we analyze audio and text
– and the dimension of time. We find that being invariant
to certain transformations and distinctive to others is crit-
ical to learning effective video representations, improving
the state-of-the-art for multiple benchmarks by a large mar-
gin, and even surpassing supervised pretraining. Code and
pretrained models are available1.

1. Introduction
Works such as MoCo [31], SimCLR [13], SwAV [12]

and BYOL [25] have shown that it is possible to pre-train
state-of-the-art image representations without the use of any
manually-provided labels. Furthermore, many of these ap-
proaches use variants of noise contrastive learning [26, 27].

*Joint first authors
1https://github.com/facebookresearch/GDT
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Fig. 1: Hierarchical sampling process of generalized data
transformations (GDTs). Shown here are the five transfor-
mations analyzed for the audio-visual training case and their
compositions: data-sampling (t1), time-shift (t2), modality
splicing (t3), time-reversal (t4), and augmentation trans-
formations, g (t5) to learn video representations via noise
contrastive learning.

Their idea is to learn a representation that is invariant to trans-
formations that leave the meaning of an image unchanged
(e.g. geometric distortion or cropping) and distinctive to
changes that are likely to alter its meaning (e.g. replacing an
image with another chosen at random).

These prior works have also shown that the choice
of transformations is of primary importance for perfor-
mance [12, 13]. This is not just a matter of selecting a
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certain type of transformation, but also to specify how dif-
ferent transformations should be composed, and how these
compositions should be sampled to from batches for training
the model. So far, these choices have been mostly driven
by intuition, with little formal understanding of why certain
choices may be preferable, and how these choices can be
generalized.

In this work, we answer some of these questions via a for-
mal analysis of composable transformations in contrastive
learning. Our analysis shows how invariance and distinc-
tiveness to individual transformations can be meaningfully
incorporated in the same learning formulation. It also pro-
vides some principles to guide the construction of the train-
ing batches. We interpret existing sampling schemes, such
as the one in SimCLR, as special cases with certain potential
advantages and disadvantages. We do so by showing how
these constructions can be extended systematically to any
composition of invariant and distinctive transformations.

Furthermore, we demonstrate the utility of our analysis by
exploring contrastive methods for learning representations
of video data. Compared to images, videos contain a time
dimension and multiple modalities, which have been shown
to provide effective learning cues; for instance [60] leverages
multiple modalities, and [15, 41] the time dimension. We
show how these effects can be incorporated in a uniform
manner in contrastive learning by considering a suitable class
of generalized data transformations (GDTs). GDTs capture
standard augmentations, as well as temporal transformations,
modality slicing and data sampling. The advantages of using
GDTs is that they allow us to base the entire design of the
learning formulation (e.g., how to write a coherent learning
objective and how to sample batches) on a small number of
design principles that our analysis has identified.

With this, we make some notable findings for contrastive
video representation learning. First, we show that using
this wider class of transformations greatly exceeds the per-
formance that can be obtained by a vanilla applications of
image-centric methods such as SimCLR to video data. By
leveraging time and multiple modalities, we obtain large per-
formance gains, almost doubling the performance. Second,
we show that just learning representations that are invariant
to more and more transformations is not optimal, at least
when it comes to video data; instead, combining invariance
to certain factors with distinctiveness to others performs bet-
ter. To the best of our knowledge, this is the first time such
an effect has been demonstrated in contrastive learning.

We also set the new state of the art in audio-visual rep-
resentation learning, with both small and large video pre-
training datasets on a variety of downstream tasks. In par-
ticular, we achieve 94.1% and 67.4% on the standardized
UCF-101 [67] and HMDB-51 [42] action recognition bench-
marks, when pretrained on HowTo100M [50], and 95.2%
and 72.8% respectively when pretrained on IG65M [21].

2. Related work

Self-supervised learning from images and videos. A
variety of pretext tasks have been proposed to learn repre-
sentations from unlabelled images. Some tasks leverage
the spatial context in images [17, 56] to train CNNs, while
others create pseudo classification labels via artificial ro-
tations [23], or clustering features [6, 10, 11, 12, 22, 37].
Colorization [83, 84], inpainting [62], solving jigsaw puz-
zles [57], as well as the contrastive methods detailed below,
have been proposed for self-supervised image representation
learning. Some of the tasks that use the space dimension
of images have been extended to the space-time dimensions
of videos by crafting equivalent tasks. These include jig-
saw puzzles [40], and predicting rotations [38] or future
frames [28]. Other tasks leverage the temporal dimension
of videos to learn representations by predicting shuffled
frames [53], the direction of time [76], motion [74], tempo-
ral ordering [43, 80], and playback speed [9, 14, 19]. These
pretext-tasks can be framed as GDTs.

Multi-modal learning. Videos, unlike images, are a
rich source of a variety of modalities such as speech, au-
dio, and optical flow, and their correlation can be used as a
supervisory signal. This idea has been present as early as
1994 [16]. Only recently, however, has multi-modal learning
been used to successfully learn effective representations by
leveraging the natural correspondence [2, 4, 5, 7, 54, 60] and
synchronization [15, 41, 59] between the audio and visual
streams. A number of recent papers have leveraged speech
as a weak supervisory signal to train video representations
[46, 49, 55, 68, 69] and recently [1], who use speech, au-
dio and video. Other works incorporate optical flow and
other modalities [29, 30, 64, 85] to learn representations. In
CMC [70], representations are learned with different views
such as different color channels or modalities to solely in-
duce multi-view invariance. In contrast, our work extends
this to and analyses multi-modal transformations and ex-
amines their utility as an invariant or distinctive learning
signal.

Noise Contrastive Loss. Noise contrastive losses [26,
27] measure the similarity between sample pairs in a repre-
sentational space and are at the core of several recent works
on unsupervised feature learning. They yield good perfor-
mance for learning image [13, 31, 33, 35, 45, 52, 58, 70, 71,
77] and video [3, 28, 34, 46, 49, 54, 66, 68, 82] represen-
tations, and circumvent the need to explicitly specify what
information needs to be discarded via a designed task.

We leverage the noise contrastive loss as a learning frame-
work to encourage the network to learn desired invariance
and distinctiveness to data transformations. The GDT frame-
work can be used to combine and extend many of these cues,
contrastive or not, in a single noise contrastive formulation.
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Fig. 2: Example instantiation. The embedding is learned
via noise contrastive (NCE) learning. Here we show the
case of audio-visual sample and time-shift distinctiveness:
video-audio embeddings from the same video at the same
time are pulled together, while audio-visual sample pairs
from different videos and different starting times are pushed
apart.

3. Method
We generalize contrastive methods such as CPC [58],

PIRL [52], MoCo [31], SimCLR [13], and SwAV [12] to
learn representations that can be invariant or distinctive to
any number of transformations.

Given a collection x of data such as images or videos, we
generate training samples

x(t1, . . . , tM ) 2 X .

by applying a sequence of M transformations
T = (t1, . . . , tM ) to the collection. We consider typ-
ical transformations such as data augmentations (e.g.,
randomly cropping an image). We also find it useful
to express in the same manner other operations such as
extracting a specific image or video from the collection or
extracting a specific modality from a video. We call these
generalized data transformations (GDTs).

To provide a concrete example, in a standard contrastive
learning formulation such as SimCLR, the first transfor-
mation t1 = i 2 {1, . . . , |x|} extracts an image xi from
the collection x and the second transformation t2 = g ap-
plies to it a random augmentation, so that we can write
x(t1, t2) = g(xi). The goal is to learn a representation
� : X ! Rd that identifies the image regardless of the
augmentation; in other words, � should be invariant to the
choice of t2 and distinctive for the choice of t1.

We wish to generalize this construction to richer data
such as videos. Compared to images, videos contain multi-
ple modalities and additional dimensions, which allows to
consider qualitatively different transformations such as time

shift, time reversal, and modality slicing. This generalization
is however non-trivial. First, when considering M > 2 trans-
formations, we have a choice of making the representation
invariant or distinctive to each of them independently. For
instance, video representations may benefit from being dis-
tinctive to time shift and/or time reversal rather than invariant
to them. It is not immediately obvious how contrastive learn-
ing should be modified to incorporate these different choices.
Another less apparent but important issue is how training
data batches should be formed. Contrastive learning for-
mulations minimize, in fact, a loss that involves comparing
(contrasting) the representations of different samples, and is
thus not decomposable. In practice, the loss is approximated
by sampling batches of data, and how this is done has a major
effect on the performance. In the previous example of Sim-
CLR, if transformation (t1, t2) is included in the batch, so
must be a complementary transformation (t1, t02) that differs
only in the second factor t2 6= t02. This is required in order
to learn the desired invariance. It also means that transfor-
mations in a batch cannot be sampled independently. A way
to guarantee that both (t1, t2) and (t1, t02) are in the batch
is to consider all possible combinations T1 ⇥ T2 of two sets
of transformations T1 and T2. However this is statistically
inefficient because it applies the same augmentations T2 to
all images in the batch. Instead, SimCLR samples at random
B/2 images and then applies to them B independently sam-
pled augmentations. This is better than the scheme above
that would only use B/|T1| = 2 different augmentations.
However, it is unclear how this strategy for sampling diverse
transformations can be extended to M > 2 factors. This is
studied next.

3.1. Compositional contrastive learning
Given a batch T of data transformations, we consider the

learning objective:

L(�; T ) = �
X

T,T 02T

c(T, T 0)w(T, T 0)

· log

0

B@
eh�(x(T )),�(x(T 0))i/⇢

P

T 002T
w(T, T 00) eh�(x(T )),�(x(T 00))i/⇢

1

CA . (1)

where ⇢ > 0 is a temperature parameter. The contrast
function c(T, T 0) 2 {0, 1} has the following interpreta-
tion: when c(T, T 0) = 1, then the representations �(x(T ))
and �(x(T 0)) are pulled together (invariance), and when
c(T, T 0) = 0 they are pushed apart (distinctiveness). For
example, in SimCLR, we set c(T, T 0) = c((i, g), (i0, g0)) =
�i=i0 to push apart the representations of different images
(i, i0) while remaining invariant to a transformation pair
(g, g0). The weight function w is a second binary func-
tion that focuses learning on more informative transforma-
tion pairs; for instance, SimCLR sets w(T, T 0) = �T 6=T 0 to
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avoid focusing learning invariance to identical transforma-
tion T = T 0 as this is trivially satisfied. Next, we provide a
semi-formal analysis of this formulation, leaving the details
to Appendix A.1.
Multiple invariances and distinctiveness. The key to ex-
tending eq. (1) to M > 2 transformation is to build the
function c(T, T 0). We do this one factor a time. If we
wish the representation to be distinctive to factor tm, we set
c(tm, t0m) = �tm=t0m . If we wish it to be invariant to it, we
set c(tm, t0m) = 1. In lemmas 4 and 5 (Appendix A.1), we
show that, given these choices, the only consistent definition
of c(T, T 0) is the product

QM
m=1 c(tm, t0m). The intuition is

as follows: The representation � should distinguish samples
x(T ) and x(T 0) if, and only if, at least one of the distinctive
factors in T and T 0 differs.
Forming a batch. Given c, the remaining challenge is to
sample training batches T appropriately. We start by deriv-
ing some requirements for T and then develop a sampling
scheme that satisfies them (none of these are guaranteed
by sampling T and T 0 independently). (i) First, in order
for eq. (1) not to be identically zero, c(T, T 0) should be
non-zero for at least some choices of T and T 0 in the batch.
(ii) Furthermore, when c(T, T 0) = 1, this should not be for
the trivial case T = T 0 (the one that SimCLR discounts by
setting w(T, T 0) = 0). Based on the discussion above, the
condition c(T, T 0) = 1 ^ T 6= T 0 means that all distinctive
factors in T and T 0 agree and that at least an invariant factor
differs. (iii) Additionally, for the fraction in eq. (1) not to be
a constant, if c(T, T 0) = 1, there should be another T 00 in
the batch such that c(T, T 00) = 0. The latter means that at
least one distinctive factor in T and T 00 differs.

Short of considering all possible combinations of trans-
formations (which, as explained above, can be statistically
inefficient), we can sample a batch T that satisfies these con-
straints as follows. We describe this process for the case of
M = 3 transformations, but note that it extends immediately
to any M (this is done in Appendix A.1.1 and A.1.2). First,
we sample K1 versions of the first distinctive transforma-
tions t1. Then, for each t1, we sample K2 transformations
t2, also distinctive. Finally, for each choice of (t1, t2), we
sample K3 invariant transformations t3.2 We thus obtain a
batch of |T | = K1K2K3 transformations.

This scheme has several desirable properties. First, for
every T = (t1, t2, t3), there is another T 0 = (t1, t2, t03)
that agrees on the distinctive factors and differs in the in-
variant one (properties (i) and (ii)). Second, there is a
T 00 = (t1, t02, t

0
3) or T 00 = (t01, t

0
2, t

0
3) that differs in one

or more distinctive factors (property (iii)). Third, the con-
struction is balanced, in the sense that the number of trans-
formations that share a particular factor value tm is the same

2Note that the sampling ordering is arbitrary; in particular, it needs not
to be the same as the ordering in which transformations are applied to the
data.

for all values of tm (this number is |T |/(K1 · · ·Km)). Fur-
thermore, SimCLR is obtained as a special case. Please
see lemmas 6 and 7 (Appendix A.1) for an in-depth discus-
sion.
Limitations. Despite the benefits, this scheme has also
some limitations. The main issue is that a difference in fac-
tor tm generally implies a difference in all subsequent factors
as well, meaning that the representation may be unable to
observe and thus learn to discriminate changes in all individ-
ual factors. In Appendix A.1.3, we show why this is unlikely
to be an issue for the practical cases considered here and in
the literature. However, we also suggest other practical cases
where this can be a significant issue, affecting even methods
such as SimCLR.

3.2. Properties of Generalized Data Transforma-
tions

In this section, we show that GDT’s batch sampling strat-
egy is statistically more efficient than naively-sampled pairs
for contrastive learning. We do this by showing that GDT’s
objective has the same mean but a lower variance than sam-
pling batches with eq. 1 directly, which would either enu-
merate all possible pairs of transformations (which is pro-
hibitively expensive) or subsample it by sampling transfor-
mations independently. We assume that the distinctive trans-
formations are injective. This must be approximately true,
otherwise it is impossible for any method to be distinctive
to such transformations. In fact, we can prove the following
result:

Theorem 1. Given a set of transformations T , of which the
distinctive transformations are injective, GDT is an unbiased
estimate L̂ of the generalized contrastive loss (eq. 1), i.e.
E[L̂] = L(�; T ). Furthermore, consider a batch of sam-
pled compositions of M transformations, with size

QM
j Kj ,

where Km is the number of samples for the mth transfor-
mation. Define KI =

Q
j2I Kj and KV =

Q
j2V Kj ,

where I and V are the subsets of indices corresponding
to invariant and distinctive transformations, respectively.
Denote by Ljj0 and �2

jj0 the mean and variance of the par-
tial sum of the objective (eq. 1) on the set Xj ⇥ Xj0 , with
Xj = {x(T I , TV

j ) : T I 2 TI}, i.e. the sample pairs corre-
sponding to distinctive transformations with indices j and
j0. Then, the variance of the GDT estimate is

V[L̂] = 1

K4
V K

2
I

KV ,KVX

jj0

�2
jj0 .

The naive estimate’s variance, on the other hand, is

V[L̂d] =
1

K2
V K

2
I

KV ,KVX

jj0

�2
jj0 +

1

K2
V

KV ,KVX

jj0

(Ljj0 � L)2 ,

which is larger by a multiplicative factor of K2
V and a further

additive factor. Proof: See Appendix A.
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This states that sampling data with GDT yields reduced
variance, resulting in higher-quality gradients for learning
the same objective (since the estimate is unbiased), which is
reflected empirically in our strong performance on numerous
datasets and benchmarks. We note that this may apply to
other methods built on the same sampling strategy but which
compose transformations in different ways than GDT, as
long as the requirements (i-iii) for forming a batch (sec. 3.1)
are satisfied.

3.3. Application to video data

As a concrete instantiation of our framework, we con-
sider video data and transformations of the type T =
(t1, t2, t3, t4, t5) = (i, ⌧,m, r, g), as shown in fig. 1, as fol-
lows. The first component i selects a video in the dataset. We
sample Ki � 2 indices/videos and assume distinctiveness,
so that c(i, i0) = �i=i0 . The second component ⌧ contrasts
different temporal shifts. We sample K⌧ = 2 different val-
ues of a delay ⌧ uniformly at random, extracting a 1s clip xi⌧

starting at time ⌧ . For this contrast, we will test the distinc-
tiveness and invariance hypotheses, as [41] indicate that the
former may be preferable. The third component m contrasts
modalities, projecting the video xi⌧ to either its visual or au-
dio component m(xi⌧ ). We assume invariance c(m,m0) = 1
and always sample two such transformations mv and ma to
extract both modalities, so Km = 2. The fourth component
r contrasts time reversal [63, 76], which has not previously
been explored in a contrastive or cross-modal setting. This is
given by a transformation r 2 R = {r0, r1}, where r0 is the
identity and r1 flips the time dimension of its input tensor, so
Kr = 2. The final component g applies a spatial and aural
augmentation x(T ) = g(r(m(xi⌧ ))), also normalizing the
data. We assume invariance c(g, g0) = 1 and pick Kg = 1,
i.e. augment each datum at this level in the sampling hier-
archy. These choices lead to K = KiK⌧KmKrKg = 8Ki

transformations T in the batch T (in ablations, we also test
a subset of these choices).

While we focus on modality splitting, time reversal and
shift, note that we could use any transformation that can yield
a useful learning signal, such as speed [9, 14, 18, 36, 75, 81]
and temporal ordering [20, 43, 53, 80].
Modality splitting. The modality splitting transformation
m is useful to capture correlation between modalities [4,
7, 41, 60, 76]. Modality splitting means that the nature of
the sample x(i, ⌧,m, r, g) is either a sequence of frames
(m = mv) or a sound (m = ma). Formally, this means
that x(i, ⌧,m, r, g) is an element of the direct sum Xv �
Xa of visual and audio signals; likewise g, r and � are
defined on this direct sum. In practice, this means that the
transformation g comprises a pair of augmentations (gv, ga),
where gv(v) extracts a fixed-size tensor by resizing to a fixed
resolution of a random spatial crop of the input video v,
and ga(a) extracts a spectrogram representation of the audio

signal followed by SpecAugment [61] with frequency and
time masking. Likewise, � = (�v,�a) comprises a pair
of neural networks, one for each modality, both valued in
Rd (refer to Appendix A.3.4 for architectural details). In
the Appendix A.3.1, we show that modality splitting is key
for performance; thus, we extend SimCLR weight function
w to focus learning on only cross-modal pairs: w(T, T ) =
�i 6=i · �m 6=m0 .

3.4. Discussion: utility of GDT
With our framework, we can now generalize current state

of the art contrastive learning approaches such as SimCLR
in a systematic and practical manner. The theory above and
in Appendix A.1 tells us what is the meaning of composing
transformations, how a batch should be sampled and why,
how this can be achieved by using a hierarchical sampling
scheme that extends SimCLR, and what are the limitations of
doing so. A particular benefit is to allow to specify individu-
ally, for each transformation, if invariance or distinctiveness
is sought, whereas previous works lack this distinction and
largely considered learning only invariances (SimCLR [13],
AVID [54]), or distinctiveness (AoT [76]) to all factors. This
property allows the flexible utilization of dataset specific
transformations in the case of prior knowledge, or, as we
have shown in this study, the exploration of useful signals
by enumeration. Finding the best transformation signals
can even be further optimized by methods such as Bayesian
optimization. Finally, compared to a direct application of
previous state-of-the-art methods image-based methods such
as SimCLR [13], PIRL [52], and MoCo [31], we can also
seamlessly incorporate important cues such as cross-modal
correlation, greatly improving downstream performance (see
table A.1).

4. Experiments
We compare self-supervised methods on pretraining

audio-visual representations. Quality is assessed based on
how well the pretrained representation transfers to down-
stream tasks. We conduct a study on video-audio, as well
as video-text unsupervised representation learning to show
the generality of our framework and then compare our best
setup to the state of the art.
Self-supervised pretraining. For pretraining, we con-
sider two standard pretraining datasets: Kinetics-400 [39]
and HT100M [50] and use R(2+1)D-18 [72] and a 2D
ResNet [32] as encoders (see Appendix for further details).
We also explore how our algorithm scales to even larger,
less-curated datasets and train on IG65M [21] as done in
XDC [2].
Downstream tasks. To assess the pretrained representa-
tion fv , we consider standard action recognition benchmark
datasets, UCF-101 [67] and HMDB-51 [42]. We test the per-
formance of our pretrained models on the tasks of finetuning
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Table 1: Learning hypothesis ablation. Results on action
classification performance on HMDB-51 is shown for fine-
tuning accuracy (Acc) and frozen retrieval (recall@1) after
pretraining on Kinetics-400 for 50 epochs. GDT can lever-
age signals from both invariance and stronger distinctiveness
transformation signals. We consider data-sampling (DS),
time-reversal (TR) and time-shifting (TS).

DS TR TS Mod. Acc. R@1

SimCLR-like: DS-distinctiveness only
(a) d · · V 44.6 11.8
(b) d i · V 36.9 13.3
(c) d · i V 35.9 15.3
(d) d i i V 37.8 13.9

Cross-modal
(e) d · · AV 52.4 21.8
(f) d i · AV 58.8 22.6
(g) d · i AV 57.4 23.5
(h) d i i AV 59.9 24.8

Cross-modal +1 distinctive factor
(i) d d · AV 57.8 26.1
(j) d · d AV 58.7 22.1
(k) d d i AV 61.1 25.4
(l) d i d AV 61.4 27.1

Cross-modal + 2 distinctive factors
(m) d d d AV 57.2 20.5

the pretrained representation, conducting few-shot learning
and video action retrieval. The full details are given in the
Appendix.

4.1. Analysis of generalized data transformations
In this section, we conduct an extensive study on each

parameter of the GDT transformation studied here, T =
(i, ⌧,m, r, g), and evaluate the performance by finetuning
our network and conduncting video retrieval on the HMDB-
51 action recognition benchmark.
SimCLR-like baseline. First, we use the framework to
test a direct extension of SimCLR to video data, as shown
in Table 1(a)-(d). By this, we mean utilizing only the visual
modality (V), and only invariance to transformations, which
is standard in all recent self-supervised methods [13, 31, 77].
For this, we consider GDTs of the type T = (i,m,⌧, r, g)
described above and set Ki = 512 (the largest we can fit
in our setup). In row (a), we pick only the video modality
(m = mv so Km = 1). We also sample a single shift
⌧ (so K⌧ = 1), which results in data augmentation but
does not learn shift invariance, and no time reversal r = 1
(so Kr = 1) — these are denoted with a · in the table.
However, we do sample two visual augmentations g (Kg =
2), emulating SimCLR and learning invariance to that factor.

Table 2: GDT on video-text HT100M dataset. We also
find the positive effect of including more modalities and
find non-trivial combinations of beneficial transformations
previously unexplored.

DS TR TS Mod. Acc
SimCLR-like
(a) d · · V 36.1

Video-text cross-modal
(b) d · · VT 59.2
(c) d d · VT 61.5
(d) d · d VT 62.9
(e) d d i VT 63.8
(f) d i d VT 64.4
(g) d d d VT 64.4

We also set all transformation components to invariance
(c(tm, t0m) = 1) except the first that does sample selection.
In row (b-d) we also experiment with adding invariance to
time shift (TS) and time reversal (TR), by setting K⌧ = 2
and Kr = 2. We find that doing so consistently degrades the
finetuning accuracy performance, but increases the retrieval
performance somewhat, indicating that the model is not able
to fully leverage these augmentation signals in a meaningful
way.
Cross-modal learning. Next, in rows (e-h) we repeat this
experiment, but using both audio-visual modalities (AV) by
setting Km = 2. In this case, as explained above, we set the
weight w to only consider cross-modal interactions and set
Kg = 1. We note two facts: First, the performance increases
substantially (+7.8% (e) vs (a-d)). Second, now TS and TR
invariance leads to significant improvements (up to +7.5%).
Invariance vs distinctiveness. Next, in rows (i-l), we ex-
plore the effect of being invariant or distinctive to individual
transformations, which is unique to our method. Comparing
row (h) to rows (k) and (l), we see that switching to distinc-
tiveness to one of TS or TR further improves performance
(up to +1.5%). On the other hand, ‘ignoring’ either (· sym-
bols in lines (g) and (j)) is worse than learning invariance ((h)
and (l)), with a difference of around 2.5%. Finally, in row
(m) we find that being distinctive for both TS and TR at the
same time is worse, suggesting that a mix of distinctiveness
and invariance is preferable. This is particularly true for the
retrieval metric (column R@1).

4.2. Textual modality

In table 2, we demonstrate the generality of our approach
by using ASR captions as an alternative modality (instead
of audio) for the HowTo100M dataset [50]. For the text
encoder, we use a simple Word2Vec [51] embedding with a
MLP (further details are provided in the Appendix). Com-
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paring table 2(a) with (b), we find that switching from Sim-
CLR to a cross-modal baseline increases performance by
more than +22%. Furthermore, we find gains of 3.7% when
switching from data-sampling distinctiveness only (row (b))
to incorporating further distinctivenesses (rows c-d). Finally,
we find that – as in the video-audio case – combining time-
shift distinctiveness with time-reversal invariance leads to
particularly strong representations (row (f)), yielding bene-
fits of over +5% compared to data-sampling distinctiveness
alone. Compared to video-audio learning (table 1(m)), we
find the case of distinctive-only for video-text learning (ta-
ble 2(g)) to be highly competitive, highlighting the need to
explore the set of possible transformation signals to achieve
the best downstream performance.
Intuition. While we only analyse a subset of possible
transformations for video data, we nevertheless find con-
sistent signals across both video-audio and video-text learn-
ing: Inclusion of further distinctivenesses to TS and TR
always improve upon the basecase and the best setup is
achieved for TS distinctiveness and TR invariance. One ex-
planation for this might be that there is useful signal in both
of these transformations that are not captured by previous
“augmentation-only” naive noise-contrastive formulations.
For example, for time-shift (TS), the model profits from
having to differentiate different points in time, e.g. between
an athlete running vs an athlete landing in a sandpit, which
could be both in the same video. This intuitively serves as
a hard negative for the model, increasing its discriminative
power. For time reversal (TR), many actions depicted such as
moving an object are inherently invariant to reversing time,
as shown in [65], therefore yielding a gain when used as an
augmentation. In [76], they show that humans have a 20%
error-rate when classifying a video’s direction of time in
Kinetics-400, thus demonstrating that Kinetics-400 has sub-
sets of videos that look realistic even when reversed. These
findings that additional distinctiveness combined with invari-
ances improve video representation learning are noteworthy,
as they contradict results from the image self-supervised
learning domain, where learning pretext-invariance can lead
to more transferable representations [52]. Even when com-
pared to previous self-supervised learning approaches for
video-data, such as predicting the arrow of time [76], our
method yields new insights by showing that a unique combi-
nation of distinctivenesses and invariances performs best, at
least on the training sets considered. Combining these points,
the strong performance of GDT is founded in its ability to
leverage highly informative, yet “free”, signal that we have
from construction of the transformations.

4.3. Qualitative analysis

Here, we study what effect the different transformations
we let our model be invariant and distinctive to have on
our learned representations. For this, we compare against

Fig. 3: Learning distinctiveness to time-shifts: our GDT
model from Tab.1(j) is able to differentiate features from the
same video at different times better than a simple SimCLR
variant (Tab.1(a)).

Table 3: Video retrieval and Few Shot Learning. Retrieval
accuracy in (%) via nearest neighbors at various levels of neigh-
borhood sizes and few shot learning accuracy (%) via a k-
nearest neighbor on frozen representations.

HMDB UCF
1 5 1 5

kN
N

Random 3.0 3.5 2.3 4.6
3DRot [38] – – 15.0 31.5
GDT (ours) 14.3 15.4 26.7 44.6
SP-Net [9] - - 13.0 28.1
VCP [14] 7.6 24.4 18.6 33.6
M-DPC [29] 7.7 25.7 20.2 40.4

Re
tr

ie
va

l VSP [14] 10.3 26.6 24.6 41.9
CoCLR [30] 23.2 43.2 53.3 69.4
SeLaVi [5] 24.8 47.6 52.0 68.6
GDT (ours) 26.1 51.7 62.8 79.0

the SimCLR baseline of Tab.1(a) and compare the average
standard deviation of the normalized features for 10 time-
shifted clips per video for 3000 randomly selected Kinetics-
400 validation set.

4.4. Comparison to the state of the art
Given one of our best learning setups from Sec. 4.1 (row

(l)), we train for longer and compare our feature representa-
tions to the state of the art on standard downstream bench-
marks.

4.4.1 Downstream benchmarks

For few-shot classification, as shown in table 3, we signifi-
cantly beat the 3D-Rotnet [38] baseline on UCF-101 by more
than 10% on average for each shot with our Kinetics-400
pretrained model.
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Table 4: State-of-the-art on video action recognition with
full-finetuning. Self- and fully-supervisedly trained meth-
ods on UCF-101 and HMDB-51 benchmarks.

Method Data Top-1 Acc%
HMDB UCF

Supervised [79] K-400+IN 75.9 96.8
Supervised [2] K-400 65.1 94.2
AoT [76] K-400 - 79.4
MultiSensory [59] K-400 - 82.1
SeLaVi [5] K-400 47.1 84.2
PEMT [44] K-400 – 85.2
XDC [2] K-400 52.6 86.8
AV Sync+RotNet [78] K-400 54.6 87.0
CoCLR [30] K-400 54.6 87.9
SeCo [82] K-400 55.6 88.3
AVTS [41] K-400 56.9 85.8
CPD [46] K-400 57.7 88.7
AVID [54] K-400 60.8 87.5
CM-ACC [47] K-400 61.8 90.2
GLCM [48] K-400 61.9 91.2
GDT (ours) K-400 62.3 90.9
MIL-NCE [49] HT100M 61.0 91.3
GDT (ours) HT100M 67.4 94.1
XDC [2] IG65M 68.9 95.5
GDT (ours) IG65M 72.8 95.2

For video retrieval, we report recall at 1 and 5 retrieved
samples for split-1 of the HMDB-51 and UCF-101 datasets
in table 3.Using our model trained on Kinetics-400, GDT sig-
nificantly beats all other self-supervised methods. In partic-
ular, we outperform CoCLR [30], a recent state-of-the-art
self-supervised method, that uses optical flow as another
view to mine hard positive to improve instance discrimi-
nation learning for video representations. Moreover, we
surpass SeLaVi, an audio-visual clustering and representa-
tion learning method, by 2% and 10% on average on recall
at 1 and 5 for HMDB-51 and UCF-101.

For video action recognition, we finetune our GDT pre-
trained network for UCF-101 and HMDB-51 video classifi-
cation, and compare against state-of-the-art self-supervised
methods in table 4. When pretrained on the Kinetics datasets,
we find that our GDT pretrained model achieves very good
results, outperforming all recent methods. In particular, we
outperform audio-visual pretraining methods, AVTS [41],
SeLaVi [5] and XDC [2], by large margins using the same
architecture (R(2+1)D-18) and dataset (Kinetics-400), show-
ing the effectiveness of our GDT pre-training approach. We
also surpass AVID [54], the state-of-the-art audio-visual rep-
resentation learning method, by 1.5% on HMDB-51 and
3.8% on UCF-101. AVID uses a variant of the pre-training

scheme of our baseline approach that extends noise con-
trastive learning to the audio-visual domain as in Table 1,
row (e). However, while AVID simply encodes sample dis-
tinctiveness and invariance to modality in its visual represen-
tations, we are able to encode invariances and distinctiveness
to additional transformations, which significantly improves
our performance. Our approach is also more sample ef-
ficient, as we are able to achieve our results with 300 less
epochs of training. Finally, when pretrained on HT100M, we
achieve strong gains of +6.4% on HMDB-51 and +2.8% on
UCF-101 compared to the state-of-the-art video text method,
MIL-NCE [49]. Similar to AVID, MIL-NCE uses a vari-
ant of the baseline cross-modal contrastive framework to
learn representations, while we are able to improve upon
this baseline by learning invariance and distinctiveness to
additional transformations such as time reversal and time
shift. Moreover, with HT100M pre-training, we outperform
the Kinetics supervised baseline using the same architecture
when finetuned on HMDB-51 (67.4 vs 65.1) and are on par
for UCF-101 (94.1 vs 94.2). We further show the scalability
and flexibility of our GDT framework by pretraining on the
IG65M dataset [21]. With this, our visual feature represen-
tation sets a new state of the art among all self-supervised
methods, particularly by a margin of >4% on the HMDB-51
dataset. On UCF-101, we set similar state-of-the-art perfor-
mance with XDC. Along with XDC, we beat the Kinetics
supervised pretraining baseline using the same architecture
and finetuning protocol.

5. Conclusion
We introduced the framework of Generalized Data Trans-

formations (GDTs), which allows one to capture, in a single
noise-contrastive objective, cues used in several prior con-
trastive and non-contrastive learning formulations, as well
as easily incorporate new ones. The framework shows how
new meaningful compositions of transformations can be ob-
tained, encoding valuable invariance and distinctiveness that
we want our representations to learn. Following this method-
ology, we achieved state-of-the-art results for self-supervised
pretraining on standard downstream video action recognition
benchmarks, even surpassing supervised pretraining. Over-
all, our method significantly increases the expressiveness of
contrastive learning for self-supervision, making it a flexible
tool for many multi-modal settings, where a large pool of
transformations exist and an optimal combination is sought.
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