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Abstract

As a fundamental building block in computer vision, edges can be categorised into four types according to the discontinuity in surface-Reflectance, Illumination, surface-Normal or Depth. While great progress has been made in detecting generic or individual types of edges, it remains under-explored to comprehensively study all four edge types together. In this paper, we propose a novel neural network solution, RINDNet, to jointly detect all four types of edges. Taking into consideration the distinct attributes of each type of edges and the relationship between them, RINDNet learns effective representations for each of them and works in three stages. In stage I, RINDNet uses a common backbone to extract features shared by all edges. Then in stage II it branches to prepare discriminative features for each edge type by the corresponding decoder. In stage III, an independent decision head for each type aggregates the features from previous stages to predict the initial results. Additionally, an attention module learns attention maps for all types to capture the underlying relations between them, and these maps are combined with initial results to generate the final edge detection results. For training and evaluation, we construct the first public benchmark, BSDS-RIND, with all four types of edges carefully annotated. In our experiments, RINDNet yields promising results in comparison with state-of-the-art methods. Additional analysis is presented in supplementary material.

1. Introduction

Edges play an important role in many vision tasks [33, 40, 43, 46]. While generic edge detection [14, 23, 41, 44] has been extensively studied for decades, specific-edge detection recently attracts increasing amount of efforts due to its practical applications concerning on different types of edges, such as occlusion contours [25, 38, 39] or semantic boundaries [16, 48].

In his seminal work [27], David Marr summarized four basic ways edges can arise: (1) surface-reflectance discontinuity, (2) illumination discontinuity, (3) surface-normal discontinuity, and (4) depth discontinuity, as shown in Fig. 1. Recent studies [33, 40, 43, 46] have shown that the above types of edges are beneficial for downstream tasks. For example, pavement crack detection (reflectance discontinuity) is a critical task for intelligent transportation [46]; shadow edge (illumination discontinuity) detection is a pre-requisite for shadow removal and path detection [43]; [33] and [40] show that depth edge and normal edge representation prompt refined normal and sharp depth estimation, respectively. Besides, [18] utilizes four types of cues simultaneously to improve the performance of depth refinement.

Despite their importance, fine-grained edges are still under-explored, especially when compared with generic edges. Generic edge detectors usually treat edges indistinguishably; while existing studies for specific edges focus on individual edge type. By contrast, the four fundamental types of edges, to our best knowledge, have never been explored in an integrated edge detection framework.

In this paper, for the first time, we propose to detect simultaneously the four types of edges, namely reflectance
edge (RE), illumination edge (IE), normal edge (NE) and depth edge (DE). Although edges share similar patterns in intensity variation in images, they have different physical bases. Specifically, REs and IEs are mainly related to photometric reasons – REs are caused by changes in material appearance (e.g., texture and color), while IEs are produced by changes in illumination (e.g., shadows, light sources and highlights). By contrast, NEs and DEs reflect the geometry changes in object surfaces or depth discontinuity. Considering the correlations and distinctions among all types of edges, we develop a CNN-based solution, named RINDNet, for jointly detecting the above four types of edges.

RINDNet works in three stages. In stage I, it extracts general features and spatial cues from a backbone network for all edges. Then, in stage II, it proceeds with four separate decoders. Specifically, low-level features are first integrated under the guidance of high-level hints by Weight Layer (WL), and then fed into RE-Decoder and IE-Decoder to produce features for REs and IEs respectively. At the same time, NE/DE-Decoder take the high-level features as input and explore effective features. After that, these features and accurate spatial cues are forwarded to four decision heads in stage III to predict the initial results. Finally, the attention maps obtained by the Attention Module (AM), which captures the underlying relations between all types, are aggregated with the initial results to generate the final predictions. All these components are differentiable, making RINDNet an end-to-end architecture to jointly optimize the detection of four types of edges.

Training and evaluating edge detectors for all four types of edges request images with all such edges annotated. In this paper, we create the first known such dataset, named BSDS-RIND, by carefully labeling images from the BSDS [2] benchmark (see Fig. 1). BSDS-RIND allows the first thorough evaluation of edge detection of all four types. The proposed RINDNet shows clear advantages over previous edge detectors, both quantitatively and qualitatively. The source code, dataset, and benchmark are available at https://github.com/MengyangPu/RINDNet.

With the above efforts, our study is expected to stimulate further research along the line, and benefit more downstream applications with rich edge cues. Our contributions are summarized as follows: (1) We develop a novel end-to-end edge detector, RINDNet, to jointly detect the four types of edges. RINDNet is designed to effectively investigate shared information among different edges (e.g., through feature sharing) and meanwhile flexibly model the distinction between them (e.g., through edge-aware attention). (2) We present the first public benchmark, BSDS-RIND, dedicated to studying simultaneously the four edge types, namely reflectance edge, illumination edge, normal edge and depth edge. (3) In our experiments, the proposed RINDNet shows clear advantages over state of the arts.

2. Related Works

Edge Detection Algorithms. Early edge detectors [5, 19, 42] obtained edges based directly on the analysis of image gradients. By contrast, learning-based methods [11, 21, 28] exploit different low-level features that respond to characteristic changes, then a classifier is trained to generate edges. CNN-based edge detectors [3, 4, 9, 10, 17, 20, 24, 26, 31, 36, 45] do not rely on hand-crafted features and achieve better performance. Combining multi-scale and multi-level features, [14, 23, 31, 44] yield outstanding progresses on generic edge detection. A novel refinement architecture is also proposed in [41] using a top-down backward refinement pathway to generate crisp edges. Recent works [1, 47, 49, 50] pay more attention to special types of edges. In [13] the generic object detector is combined with bottom-up contours to infer object contours. CASENet [48] adopts a nested architecture to address semantic edge detection. For better prediction, DFF [16] learns adaptive weights to generate specific features of each semantic category. For occlusion boundary detection, DOC [39] decomposes the task into occlusion edge classification and occlusion orientation regression, then two sub-networks are used to separately perform the above two tasks. DOOBNet [38] uses an encoder-decoder structure to obtain multi-scale and multi-level features, and shares the backbone features with two branches. OFNet [25] considers the relevance and distinction for the occlusion edge and orientation, thus it shares the occlusion cues between two sub-networks.

Edge Datasets. Many datasets have been proposed for studying edges. BSDS [2] is a popular edge dataset for detecting generic edges containing 500 RGB natural images. Although each image is annotated by multiple users, they usually pay attention to salient edges related to objects. BIPED [29] is created to explore more comprehensive and dense edges, and contains 250 outdoor images. NYUD [37] contains 1,449 RGB-D indoor images, and lacks edge types pertaining to outdoor scenes. Significantly, Multicue [29] considers the interaction between several visual cues (luminance, color, stereo, motion) during boundary detection.

Recently, SBD [13] is presented for detecting semantic contours, using the images from the PASCAL VOC challenge [12]. Cityscapes [7] provides the object or semantic boundaries focusing on road scenes. For reasoning occlusion relationship between objects, the dataset in [34] consists of 200 images, where boundaries are assigned with figure/ground labels. Moreover, PIOD [39] contains 10,000 images, each with two annotations: a binary edge map denotes edge pixels and a continuous-valued occlusion orientation map. The recent dataset in [33] annotates NYUD test set for evaluating the occlusion boundary reconstruction.

Our work is inspired by the above pioneer studies, but makes novel contributions in two aspects: the proposed RINDNet, to the best of our knowledge, is the first edge
3. Problem Formulation and Benchmark

3.1. Problem Formulation

Let $X \in \mathbb{R}^{1 \times W \times H}$ be an input image with ground-truth labels $\mathcal{E} = \{E^r, E^i, E^n, E^d\}$, where $E^r, E^i, E^n, E^d \in \{0, 1\}^{W \times H}$ are binary edge maps indicating the reflectance edges (REs), illumination edges (IEs), surface-normal edges (NEs) and depth edges (DEs), respectively. Our goal is to generate the final predictions $\mathcal{Y} = \{Y^r, Y^i, Y^n, Y^d\}$, where $Y^r, Y^i, Y^n, Y^d$ are the edge maps corresponding to REs, IEs, NEs and DEs, respectively. In our work, we aim to learn a CNN-based edge detector $\psi$: $\mathcal{Y} = \psi(X)$.

The training of $\psi$ can be done over training images by minimizing some loss functions between $\mathcal{E}$ and $\mathcal{Y}$. Therefore, a set of images with ground-truth labels are required to learn the mapping $\psi$. We contribute such annotations in this work, and the detailed processes are shown in §3.2.

3.2. Benchmark

One aim of our work is to contribute a first public benchmark, named BSDS-RIND, over BSDS images [2]. The original images contain various complex scenes, which makes it challenging to jointly detect all four types of edges. Fig. 1 (Right) shows some examples of our annotations.

**Edge Definitions.** It is critical to define four types of edges for the annotation task. Above all, we give the definition of each type and illustrate it with examples.

- **Reflectance Edges** (REs) usually are caused by the changes in material appearance (e.g., texture and color) of smooth surfaces. Notably, although the edges within paintings in images (see Fig. 1 (c)) could be classified to DEs by human visual system, these edges are assigned as REs since there is no geometric discontinuity.

- **Illumination Edges** (IEs) are produced by shadows, light sources, highlights, etc. (as shown in Fig. 1).

- **Normal Edges** (NEs) mark the locations of discontinuities in surface orientation and normally arise between parts. As shown in Fig. 1 (b), we take the edges between the building and the ground as an example, the change of depth across these two surfaces is continuous but not smooth, which is caused by the surface-normal discontinuity between them.

- **Depth Edges** (DEs) are resulted by depth discontinuity, and often coincide with object silhouettes. It is difficult to measure the depth difference (e.g., Fig. 1 (a)), thus the relative depth difference is used to determine whether an edge belongs to DEs. Although there exists the depth changes between windows and walls in the building (Fig. 1 (b)), the small distance ratio is caused by the long distance between them and camera, so such edges are classified to REs rather than DEs.

**Annotation Process.** The greatest effort for constructing a high-quality edge dataset is devoted to, not surprisingly, manual labeling, checking, and revision. For this task, we manually construct the annotations using ByLabel [32]. Two annotators collaborate to label each image. One annotator first manually labels the edges, and another annotator checks the result and may supplement missing edges. Those edges with labels are added directly to the final dataset if both annotators agree with each other. Ambiguous edges will be revised by both annotators together: the consistent annotations are given after discussion. After iterating several times, we get the final annotations. Moreover, for some edges that are difficult to determine the main factors of their formation, multiple labels are assigned for them. It is only about 53k (2%) pixels with multi-labels in BSDS-RIND. In addition, we use the average Intersection-over-Union (IoU) score to measure agreement between two annotators, and get 0.97, 0.92, 0.93 and 0.95 for REs, IEs, NEs and DEs, respectively. The statistics show good consistancy.

With all efforts, finally, a total of 500 images are carefully annotated, leading to a densely annotated dataset, named BSDS-RIND. Then it is split into 300 training images, and 200 testing images, respectively. The total number of pixels for each type on the BSDS-RIND training and testing set are reported in Fig. 2. Significantly, the number of edge pixels in BSDS-RIND are twice as in BSDS. Moreover, edge detection is a pixel-wise task, thus the number of samples provided by BSDS-RIND decently supports learning-based algorithms. More examples and details are given in the supplementary material.

4. RINDNet

In this work, we design an end-to-end network ($\S$4.1), named RINDNet, to learn distinctive features for optimizing the detection of four edge types jointly. Fig. 3 shows an overview of our proposed RINDNet, which includes three stages of initial results inference (i.e., extracting common features, preparing distinctive features, and generating initial results) and final predictions integrated by an Attention Module. We also explain the loss functions and training details in §4.2 and §4.3.
4.1. Methodology

Stage I: Extracting Common Features for All Edges.
We first use a backbone to extract common features for all edges because these edges share similar patterns in intensity variation in images. The backbone follows the structure of ResNet-50 [15] which is composed of five repetitive building blocks. Specifically, the feature maps from the above five blocks of ResNet-50 [15] are denoted as $res_1$, $res_2$, $res_3$, $res_4$, and $res_5$, respectively.

Then, we generate spatial cues from the above features. It is well known that different layers of CNN features encode different levels of appearance/semantic information, and contribute differently to different edge types. Specifically, bottom-layer feature maps $res_{1-3}$ focus more on low-level cues (e.g., color, texture and brightness), while top-layer maps $res_{4-5}$ are in favor of object-aware information. Thus it is beneficial to capture multi-level spatial responses from different layers of feature maps. Given multiple feature maps $res_{1-5}$, we obtain the spatial response maps:

$$f^k_{sp} = \psi^k_{sp}(res_k), \quad k \in \{1, 2, 3, 4, 5\} \quad (1)$$

where the spatial responses $f^k_{sp} \in \mathbb{R}^{2 \times W \times H}$ are learned by Spatial Layer $\psi^k_{sp}$, which is composed of one convolution layer and one deconvolution layer.

Stage II: Preparing Distinctive Features for REs/IEs and NEs/DEs. Afterwards, RINDNet learns particular features for each edge type separately by the corresponding decoder in stage II. Inspired by [25], we design the Decoder with two streams to recover fine location information, as shown in Fig. 4 (b). Two-stream decoder can work collaboratively and learn more powerful features from different views in the proposed architecture. Although four decoders have the same structure, some special designs are proposed for different types of edges, and we will give the detailed descriptions below. To distinguish each type of edges reasonably and better depict our work, we next cluster the four edge types into two groups, i.e., REs/IEs and NEs/DEs, to prepare features for them respectively.

**REs and IEs.** In practice, the low-level features (e.g., $res_{1-3}$) capture detailed intensity changes that are often reflected in REs and IEs. Besides, REs and IEs are related to the global context and surrounding objects provided by the high-level features (e.g., $res_4$). Thus, it is desirable that se-
semantic hints may give the felicitous guidance to aware the intensity changes, before forwarding to the Decoder. Moreover, it is notable that simply concatenating the low-level and high-level features may be too computationally expensive due to the increased number of parameters. We therefore propose the Weight Layer (WL) to adaptively fuse the low-level features and high-level hints in a learnable manner, without increasing the dimension of the features.

As shown in Fig. 4 (a), WL contains two paths: the first path receives high-level feature $res_5$ to recover high resolution through a deconvolution layer, and then two $3 \times 3$ convolution layers with Batch Normalization (BN) and ReLU excavate adaptive semantic hints; another path is implemented as two convolution layers with BN and ReLU, which encodes low-level features $res_{1-3}$. Afterwards, they are fused by element-wise multiplication. Formally, given the low-level features $res_{1-3}$ and high-level hints $res_5$, we generate the fusion features for REs and IEs individually,

$$
g'^i = \psi_{wl}^e(res_5, [res_1, res_2, up(res_3)]),
g'^r = \psi_{wl}^s(res_5, [res_1, res_2, up(res_3)]),$$

where the WL of REs and IEs are indicated as $\psi_{wl}^e$ and $\psi_{wl}^s$ respectively, $g'^i/g'^r$ are the fusion features for REs/IEs, and $[\cdot]$ is the concatenation. Note that, the resolution of $res_3$ is smaller than $res_1$ and $res_2$, so one up-sampling operation $up(\cdot)$ is used on $res_3$ to increase resolution before feature concatenation. Next, the fusion features are fed into the corresponding Decoder to generate specific features with accurate location information separately for IEs and REs,

$$
f'^i = \psi_{deco}^e(g'^i), f'^r = \psi_{deco}^s(g'^r),$$

where $\psi_{deco}^e$ and $\psi_{deco}^s$ indicate Decode of REs and IEs respectively, and $f'^i/f'^r$ are decoded feature maps for REs/IEs.

**NEs and DEs.** Since the high-level features (e.g., $res_5$) express strong semantic responses that are usually epitomized in NEs and DEs, we utilize $res_5$ to obtain the particular features for NEs and DEs,

$$
f^n = \psi_{deco}^n(res_5), f^d = \psi_{deco}^d(res_5),$$

where NE-Decode and DE-Decoder are denoted as $\psi_{deco}^n$ and $\psi_{deco}^d$ respectively, and $f^n/f^d$ are the decoded features of NEs/DEs. Since DEs and NEs commonly share some relevant geometry cues, we share the weights of the second stream of NE-Decoder and DE-Decoder to learn the collaborative geometry cues. At the same time, the first stream of NE-Decoder and DE-Decoder is responsible for learning particular features for REs and IEs, respectively.

**Stage III: Generating Initial Results.** We predict the initial results for each type of edges by the respective decision head in final stage. The features from previous stages, containing rich location information of edges, can be used to predict edges. Specifically, we concatenate the decoded features $f^n/f^d$ with spatial cues $f_{sp}^{1-3}$ to predict REs/IEs,

$$O^i = \psi_h^i([f^i/f_{sp}^{1-3}]), O^r = \psi_h^r([f^r/f_{sp}^{1-3}]),$$

where $O^i/O^r$ are the initial predictions of REs/IEs. The decision heads of REs and IEs, named $\psi_h^i$ and $\psi_h^r$ respectively, are modeled as a $3 \times 3$ convolution layer and a $1 \times 1$ convolution layer. Note that REs and IEs do not directly rely on the location cues provided by top-layer, thus spatial cues $f_{sp}^{4-5}$ are not used for them. By contrast, all spatial cues $f_{sp}^{1-5}$ are concatenated with the decoded features to generate initial results for NEs and DEs, respectively,

$$O^n = \psi_h^n([f^n/f_{sp}^{1-5}]), O^d = \psi_h^d([f^d/f_{sp}^{1-5}]),$$

where $\psi_h^n$ and $\psi_h^d$ respectively indicate the decision heads of NEs and DEs, which are composed of three $1 \times 1$ convolutional layers to integrate hints at each position. In summary, $O = \{O^i, O^n, O^r, O^d\}$ denotes the initial result set.

**Attention Module.** Finally, RINDNet integrates initial results with attention maps obtained by Attention Module (AM) to generate the final results. Since different types of edges are reflected in different locations, when predicting each type of edges, it is necessary to pay more attention to the related locations. Fortunately, the edge annotations provide the label of each location. Accordingly, the proposed AM could infer the spatial relationships between multiple labels with pixel-wise supervision by the attention mechanism. The attention maps could be used to activate the responses of related locations. Formally, given the input image $X$, AM learns spatial attention maps,

$$A = \{A^b, A^r, A^n, A^d\} = \text{softmax}(\psi_{att}(X)),$$

where $A$ is the normalized attention maps by a softmax function, and $A^b, A^r, A^n, A^d \in [0, 1]^{W \times H}$ are the attention maps corresponding to background, REs, IEs, NEs and DEs respectively. Obviously, if a label is tagged to one pixel, the location of this pixel should be assigned with higher attention values. The AM $\psi_{att}$ is achieved by the first building block of ResNet, four $3 \times 3$ convolution layers (each layer is followed by ReLU and BN operations), and one $1 \times 1$ convolution layers, as shown in Fig. 4 (c).

Finally, the initial results are integrated with the attention maps to generate the final results $Y$,

$$Y = \text{sigmoid}(O \odot (1 + A^{(r,i,n,d)})),$$

where $\odot$ is the element-wise multiplication.

**4.2. Loss Function**

**Edge Loss.** We use the loss function presented in [38] to supervise the training of our edge predictions:

$$\mathcal{L}_e(Y, E) = \sum_{k \in \{r,i,n,d\}} \ell_e(Y^k, E^k),$$
Table 1. Quantitative comparison for REs, IEs, NEs, DEs and Average (best viewed in color: "red" for best, and "blue" for second best).

<table>
<thead>
<tr>
<th>Method</th>
<th>Reflectance</th>
<th>Illumination</th>
<th>Normal</th>
<th>Depth</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ODS</td>
<td>OIS</td>
<td>AP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HED [44]</td>
<td>0.412</td>
<td>0.466</td>
<td>0.343</td>
<td>0.256</td>
<td>0.290</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.167</td>
<td></td>
</tr>
<tr>
<td>CED [41]</td>
<td>0.429</td>
<td>0.473</td>
<td>0.361</td>
<td>0.228</td>
<td>0.286</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.118</td>
<td></td>
</tr>
<tr>
<td>RCF [23]</td>
<td>0.429</td>
<td>0.448</td>
<td>0.351</td>
<td>0.257</td>
<td>0.283</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.173</td>
<td></td>
</tr>
<tr>
<td>BDCN [14]</td>
<td>0.358</td>
<td>0.458</td>
<td>0.252</td>
<td>0.151</td>
<td>0.219</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.078</td>
<td></td>
</tr>
<tr>
<td>DexiNed [31]</td>
<td>0.402</td>
<td>0.454</td>
<td>0.315</td>
<td>0.157</td>
<td>0.199</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.082</td>
<td></td>
</tr>
<tr>
<td>CASENet [48]</td>
<td>0.384</td>
<td>0.439</td>
<td>0.275</td>
<td>0.230</td>
<td>0.273</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.119</td>
<td></td>
</tr>
<tr>
<td>DFF [16]</td>
<td>0.447</td>
<td>0.495</td>
<td>0.324</td>
<td>0.290</td>
<td>0.337</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.151</td>
<td></td>
</tr>
<tr>
<td>DeepLabV3+ [6]</td>
<td>0.297</td>
<td>0.338</td>
<td>0.207</td>
<td>0.150</td>
<td>0.199</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td>DOOBNet [38]</td>
<td>0.431</td>
<td>0.489</td>
<td>0.370</td>
<td>0.143</td>
<td>0.210</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.069</td>
<td></td>
</tr>
<tr>
<td>OFNet [25]</td>
<td>0.446</td>
<td>0.483</td>
<td>0.375</td>
<td>0.147</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.071</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Evaluation results on BSDS-RIND for (a) REs, (b) IEs, (c) NEs, (d) DEs and (e) generic edges.

\[
\ell_e(Y, E) = - \sum_{i,j} \left( E_{i,j} \alpha_1 \beta (1-Y_{i,j})^{\gamma_1} \log(Y_{i,j}) + (1-E_{i,j})(1-\alpha_1)\beta Y_{i,j}^{\gamma_1} \log(1-Y_{i,j}) \right),
\]

where \(Y = \{Y^r, Y^i, Y^n, Y^d\}\) is the final prediction, \(E = \{E^r, E^i, E^n, E^d\}\) is the corresponding ground-truth label, and \(E_{i,j}Y_{i,j}\) are the \((i,j)^{th}\) element of matrix \(E/Y\) respectively. Moreover, \(\alpha_1 = |E_+|/|E|\) and \(1-\alpha_1 = |E_-|/|E|\), where \(E_-\) and \(E_+\) denote the non-edge and edge ground truth label sets, respectively. In addition, \(\gamma_1\) and \(\beta\) are the hyperparameters. We drop the superscript \(k\) in Eq. 10 and Eq. 13 for simplicity.

**Attention Module Loss.** Since the pixel-wise edge annotations provide spatial labels, it is easy to obtain the ground truth of attention. Let \(T = \{T^r, T^i, T^n, T^d\}\) be the ground-truth label of attention, where \(T^b\) specifies the non-edge pixels. \(T^b_{i,j} = 1\) if the \((i,j)^{th}\) pixel is located on non-edge/background, otherwise \(T^b_{i,j} = 0\). \(T^r, T^i, T^n, T^d\) indicate attention labels of REs, IEs, NEs and DEs respectively, which are obtained from \(E = \{E^r, E^i, E^n, E^d\}\),

\[
T^k_{i,j} = \begin{cases} 
E^k_{i,j}, & \text{if } \sum_{k} E^k_{i,j} = 1, k \in \{r, i, n, d\}, \\
255, & \text{if } \sum_{k} E^k_{i,j} > 1, k \in \{r, i, n, d\}.
\end{cases}
\]

where \(k\) denotes the type of edges, \(T^k_{i,j}\) and \(E^k_{i,j}\) indicate the attention label and edge label of the \((i,j)^{th}\) pixel, respectively. The attention label equals the edge label if one pixel is only assigned one type of edge label, or it will be tagged 255 that will be ignored during training if one pixel has multiple types. It is should be noted that multi-labeled edges are used when training four decision heads for each type of edges, and only excluded when training the AM.

The loss function \(L_{att}\) of the AM is formulated as:

\[
L_{att}(A, T) = \sum_{k \in \{b, r, i, n, d\}} \ell_{foe}(A^k, T^k),
\]

where \(\ell_{foe}\) indicates the Focal Loss [22] and \(A\) is the output of Attention Module. Note that \(\alpha_2\) and \(\gamma_2\) are a balancing weight and a focusing parameter, respectively.

**Total Loss.** Finally, we optimize RINDNet by minimizing the total loss defined as:

\[
L = \lambda \ell_e + (1-\lambda) L_{att},
\]

where \(\lambda\) is the weight for balancing the two losses.

4.3. Training Details

Our network is implemented using PyTorch [30] and finetuned from a ResNet-50 model pre-trained on ImageNet [8]. Specifically, we adopt the Stochastic Gradient Descent optimizer with momentum=0.9, initial learning rate=10^{-5}, and we decay it by the “poly” policy on every epoch. We
Table 2: Ablation study to verify the effectiveness of each component in our proposed RINDNet.

<table>
<thead>
<tr>
<th>Method</th>
<th>Reflectance</th>
<th>Illumination</th>
<th>Normal</th>
<th>Depth</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ODS</td>
<td>OIS</td>
<td>AP</td>
<td>ODS</td>
<td>OIS</td>
</tr>
<tr>
<td>Ours</td>
<td>0.478</td>
<td>0.521</td>
<td>0.414</td>
<td>0.280</td>
<td>0.337</td>
</tr>
<tr>
<td>Ours w/o WL</td>
<td>0.422</td>
<td>0.468</td>
<td>0.357</td>
<td>0.280</td>
<td>0.321</td>
</tr>
<tr>
<td>Ours w/o AM</td>
<td>0.443</td>
<td>0.494</td>
<td>0.338</td>
<td>0.268</td>
<td>0.327</td>
</tr>
<tr>
<td>Ours w/o AM&amp;WL</td>
<td>0.409</td>
<td>0.460</td>
<td>0.316</td>
<td>0.277</td>
<td>0.331</td>
</tr>
</tbody>
</table>

5. Experiment Evaluation

We compare our model with 10 state-of-the-art edge detectors: HED [44], RCF [23], CED [41], DexiNed [31], and BDCN [14] exhibit excellent performance in general edge detection; DeepLabV3+ [6], CASENet [48] and DFF [16] show outstanding accuracy on semantic edge detection; DOOBNet [38] and OFNet [25] yield competitive results for occlusion edge detection. All models are trained on 300 training images and evaluated on 200 test images. In addition, more qualitative results are provided in the supplementary material. We evaluate these models with three metrics introduced by [2]: fixed contour threshold (ODS), per-image best threshold (OIS), and average precision (AP). Moreover, a non-maximum suppression [5] is performed on the predicted edge maps before evaluation.

5.1. Experiments on Four Types of Edges

Comparison with State of the Arts. To adapt existing detectors for four edge types simultaneously, they are modified in two ways: (1) The output $Y \in \{0, 1\}^{W \times H}$ is changed to $Y \in \{0, 1\}^{4 \times W \times H}$. In particular, for DeepLabV3+ focusing on segmentation, the output layer of DeepLabV3+ is replaced by an edge path (same as DOOBNet [38] and OFNet [25], containing a sequence of four $3 \times 3$ convolution blocks and one $1 \times 1$ convolution layer) to predict edge maps. As shown in Table 1, ten compared models are symbolized as HED, RCF, CED, DexiNed, BDCN, CASENet, DFF, *DeepLabV3+, *DOOBNet and *OFNet, respectively. (2) DeepLabV3+, DOOBNet and OFNet only provide one edge prediction branch without structure suitable for multi-class predictions, thus we provide the second modification: the last edge prediction branch is expanded to four, and each branch predicts one type of edges. The modification is similar to the prediction approach of our model and aims to explore the capabilities of these models. They are symbolized as DeepLabV3+, DOOBNet, and OFNet, respectively.

Table 1 and Fig. 5 present the F-measure of the four types of edges and their averages. We observe that the proposed RINDNet outperforms other detectors over most metrics across the dataset. Essentially, [14, 23, 25, 31, 38, 41, 44] are designed for generic edge detection, so the specific features of different edges are not fully explored. Even if we extend the prediction branch of OFNet [25], DOOBNet [38] and DeepLabV3+ [6] to four for learning specific features respectively, the results are still unsatisfactory. DFF [16] could learn the specific cues in a certain extent by introducing the dynamic feature fusion strategy, but the performance is still limited. On the contrary, our proposed RINDNet achieves promising results by extracting the corresponding distinctive features based on different edge attributes.

Ablation Study. We first conduct the ablation study to verify the role of Weight Layer (WL) and Attention Module (AM) in RINDNet. In the experiments, each module is removed separately or together to construct multiple variants for evaluation, as shown in Table 2 (rows 2 – 4). Intuitively, WL plays a significant role for REs and IEs. Especially for REs, in terms of ODS, OIS and AP, the WL improves the performance significantly from 42.2%, 46.8% and 35.7% to 47.8%, 52.1% and 41.4%, respectively. Besides, with AM, RINDNet achieves noticeable improvements for all types of edges, as shown in row 1 and row 3 of Table 2. This illustrates the effectiveness of the proposed AM for capturing the distinctions between different edges. Overall, the cooperation of WL and AM allows RINDNet to successfully

Table 3: Ablation study on the choices of features or spatial cues from different layers for the proposed RINDNet.

<table>
<thead>
<tr>
<th>Reference</th>
<th>RE&amp;IE</th>
<th>NE&amp;DE</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ODS</td>
<td>OIS</td>
<td>AP</td>
<td>ODS</td>
</tr>
<tr>
<td>Different-Layer Features</td>
<td>$r_{res_{1-3}}$</td>
<td>$r_{res_{5}}$</td>
<td>0.486</td>
</tr>
<tr>
<td>Spatial Cues</td>
<td>$f_{sp_{1-p}}$</td>
<td>$f_{sp_{1-p}}$</td>
<td>0.486</td>
</tr>
</tbody>
</table>

Table 4. Ablation study to verify the effectiveness of Decoder for the proposed RINDNet. SW refers to “Share Weight”, 1st and 2nd refer to the first stream and the second stream in Decoder.

<table>
<thead>
<tr>
<th>RE&amp;IE-Decoder</th>
<th>NE&amp;DE-Decoder</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ODS</td>
<td>OIS</td>
<td>AP</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
<td>w SW</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
<td>w SW</td>
</tr>
</tbody>
</table>
capture the specific features of each type of edges and thus delivers remarkable performance gain.

Next, we perform an experiment to verify the effectiveness of different-layer features for detecting REs/IEs and NEs/DEs. As shown in Table 3 (rows 1 – 4), the combination based on edge attributes (row 1) performs better than using other choices (rows 3 – 4). Besides, we also explore the impact of choosing different spatial cues for REs/IEs and NEs/DEs, and report the quantitative results in Table 3 (rows 5 – 7). Similarly, there are average performance drops in different combinations of spatial cues (rows 6 – 7). Basically, ours (row 5) is the reasonable combination that helps achieve the best performance.

We also design careful ablation experiments (Table 4) to study the effectiveness of each stream in Decoder. The two-stream design combined with share weight (referred to as SW) for NEs/DEs performs better together (row 1) than using either of them separately (rows 3 – 4). More detailed results are provided in the supplementary material.

5.2. Experiments on Generic Edges

To fully examine the performance of RINDNet, we modify and test it on generic edges setting (the ground truth of four types of edges are merged to one ground-truth edge map). The outputs of four decision heads are combined and fed into a final decision head \( \psi_e \) (one \( 1 \times 1 \) convolution layer) to predict generic edges: \( P = \psi_e ([Y^r, Y^i, Y^n, Y^d]) \). Moreover, the original ground-truth labels of Attention Module (AM) are unavailable in this setting. Thus we take ground-truth labels of generic edges as the supervisions of AM, so that AM could capture the location of generic edges.

We report the quantitative results over generic edges in Table 5 and Fig. 5 (e). Note that CED is pre-trained on HED-BSDS. In contrast, our model is trained from scratch and still achieves competitive results. This confirms the integration capability of our model, especially considering that RINDNet is not specially designed for generic edges. Some qualitative results on BSDS-RIND are shown in the last row in Fig. 6.

6. Conclusions

In this work, we study edge detection on four types of edges including Reflectance Edges, Illumination Edges, Normal Edges and Depth Edges. We propose a novel edge detector RINDNet that, for the first time, simultaneously detects all four types of edges. In addition, we contribute the first public benchmark with four types of edges carefully annotated. Experimental results illustrate that RINDNet yields promising results in comparison with state-of-the-art edge detection algorithms.
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