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Abstract

Few-shot learning (FSL) attempts to learn with limited
data. In this work, we perform the feature extraction in the
Euclidean space and the geodesic distance metric on the
Oblique Manifold (OM). Specially, for better feature extrac-
tion, we propose a non-parametric Region Self-attention
with Spatial Pyramid Pooling (RSSPP), which realizes a
trade-off between the generalization and the discrimina-
tive ability of the single image feature. Then, we embed
the feature to OM as a point. Furthermore, we design
an Oblique Distance-based Classifier (ODC) that achieves
classification in the tangent spaces which better approxi-
mate OM locally by learnable tangency points. Finally, we
introduce a new method for parameters initialization and
a novel loss function in the transductive settings. Exten-
sive experiments demonstrate the effectiveness of our al-
gorithm and it outperforms state-of-the-art methods on the
popular benchmarks: mini-ImageNet, tiered-ImageNet, and
Caltech-UCSD Birds-200-2011 (CUB).

1. Introduction
Convolutional neural networks (CNN) trained with

large-scale labeled data have achieved the competitive per-
formance as humans in recent years. However, different
from these models struggling with a few labeled instances
per class, humans learn rapidly by leveraging content and
prior knowledge. To address this, few-shot learning (FSL)
has drawn increasing attention. FSL aims to learn a prior
knowledge that can rapidly generalize to new tasks with
limited samples.

The transductive learning methods [66, 38, 33, 4] and
metric learning methods [48, 27, 62] have been promising
in a recent line of works. Transductive learning has shown
superior performance over inductive learning, because the
unlabeled test examples are classified at once, instead of
the one sample at a time as in inductive settings. Metric
learning methods represent the image in an appropriate fea-
ture space and replace the fully connected layer in standard

image classification [20] with the distance function, e.g. Eu-
clidean distance or cosine distance. However, these works
may lose the geometric inherent properties in the Euclidean
space. Though it can be alleviated by data dimensionality
reduction [22, 50, 21], these methods are not generalized
well to new tasks or easy to over-fit in the few-shot settings.

Another solution is to make use of Riemannian geome-
try [11]. Riemannian geometry studies real smooth differ-
ential manifolds and it defines several geometric notions,
e.g. the length of a curve, with a Riemannian metric. Ad-
mitting the Riemannian geometry, the Grassmannian man-
ifold [26, 55] and the SPD manifold [36] are highly preva-
lent in modeling characters of image sets and videos, where
intra-class variance, e.g., illumination conditions or other
scenarios, are comprised. They are capable of “filling-in”
missing images. However, the advantages are based on
modeling sufficient number of images for each class. It is
infeasible to apply the aforementioned manifolds to FSL.

Another manifold that admits Riemannian geometry, is
the oblique manifold (OM) [52], which is an embedded sub-
manifold with all normalized columns and it is used for in-
dependent component analysis [1]. We argue that OM is
superior in FSL. The reasons are in two-fold: 1) Whiten-
ing is not required in OM. The whitening step is to estimate
the covariance matrix and remove the scaling indeterminacy
of data in Grassmannian manifold or SPD manifold, which
is infeasible to perform whitening step for a single image
classification. Without whitening, OM is free of extrinsic
constraints. 2) All the columns of OM have unit Euclidean
norm. OM offers an intrinsic property similar to the L2-
normalization in Euclidean space. In this way, the CNN
features in Euclidean space can be embedded to OM more
easily.

However, the absence of whitening may lead to weak
generalization of OM, since the whitening step is to re-
move the impact of intra-variance of data. To address
this, we resort to the powerful CNN to enhance the gen-
eralization, as generalization emerged from the pretrained
CNN [20, 64, 34], ensemble learning [9] or SPP [19].
However, more generalization means less discriminative
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Figure 1: Illustration of Oblique Distance-based Classi-
fier (ODC), which is parameterized with Weights and An-
chors. (a) Forward: more precious than Euclidean distance,
the geodesic flow is transformed to a vector in the tangent
space by Log. (b) Backward: parameters in Euclidean space
are updated in the directions of negative gradient, while
manifold-valued parameters are updated along the manifold
by Exp. Best viewed in color.

CNN [39]. Recent works [6, 59] show that discrimina-
tive local regions can be enriched when training with self-
attention networks. Inspired by these works, to improve
the generalization of OM without losing the discriminative
representation, we propose a non-parametric region self-
attention with spatial pyramid pooling (RSSPP). Specially,
given a CNN feature map from a single image, RSSPP ap-
plies multi-kernel max-pooling similar to SPP [19] to en-
hance the generalization of features. Then, RSSPP employs
the self-attention mechanism to improve the discriminative
ability. Note that our RSSPP is non-parametric and avoids
over-fitting in FSL.

After applying RSSPP, to take advantage of the afore-
mentioned properties of OM, we map the Euclidean fea-
tures to embedded features1 on OM. Since distance-based
classifier is widely used in FSL [4, 51] , we present a
novel oblique distance-based classifier (ODC) to classify
the manifold-valued features. As illustrated in Figure 1,
ODC is parameterized with weights and anchors. Both are
members of OM, where the weights put emphasis on clas-
sifying points by the precise geodesic distance, and the an-
chors are points of tangency, which determine the tangent
spaces. The tangent spaces offer Euclidean properties, so
we can employ modern machine learning tools to perform
classification with an iterative way. In the forward pass,
the geodesic distance is transformed to the vector in tangent
spaces at the anchors with the logarithmic map (Log). Dur-
ing the backward pass, the gradient is computed, mapped
back to the geodesic flow by exponential map (Exp), and
used to update the parameters without leaving manifold.

As the representation ability of tangent spaces decreases

1We also refer to the embedded features as manifold-valued features or
points to be distinguished from features in Euclidean.

a lot when points are too far from anchors [47], the an-
chors need to be initialized appropriately. We argue that
the anchors should be in the neighborhood of the Karcher
mean (KM) [17] among associated points. Considering the
potential ill-distribution gap between the train samples and
the test samples, we initialize the anchors by selecting sam-
ples in the transductive settings, and design a weighted loss
function to integrate the tangent spaces. Furthermore, con-
sidering the calculation of KM is an NP-hard problem, we
propose a pseudo-KM method to utilize the weighted mean
(i.e. inner product) operation on the features in Euclidean
space, and then embed the mean feature to OM. Empiri-
cally we observe the initialization of weights is also criti-
cally important. Similar to the anchors, we calculate pro-
totypes [46] and embed the prototypes to OM as the initial
value of weights.

Finally, we acquire the classification scores by perform-
ing weighted sum over softmax on the Euclidean distance
in tangent space. The effectiveness of our method is demon-
strated by extensive experiments on multiple datasets. To
conclude, our main contributions are summarized as fol-
lows:

• To our best knowledge, it is the first time to model FSL
on OM, which intrinsically satisfies the normality con-
straint and without the need for whitening.

• We propose a non-parametric RSSPP. It applies the
multi-kernel max-pooling similar to SPP to enhance
generalization and the self-attention mechanism to im-
prove discriminative ability.

• To perform classification in the oblique manifold, we
propose the ODC parameterized with weights and an-
chors. ODC is initialized with a carefully designed
strategy. We also design a weighted sum loss func-
tion over the anchors, and utilize the exponential map
to update the weights and anchors.

• The experiments on popular datasets demonstrate that
our algorithm on FSL significantly outperforms the
baseline and achieves new state-of-the-art performance
on all of them.

2. Related Work
Few-Shot Learning. Metric learning approaches [48,

30, 27, 62, 63] and optimization-based approaches [12, 29,
37, 41, 28] are two common line algorithms in few-shot
learning. Optimization-based methods adapt the model pa-
rameters to new tasks rapidly with the inner loop. Met-
ric learning methods, which are more related to ours, tar-
get at learning a good embedding in appropriate spaces
and distance function to metric the relationship of feature.
These methods refer to the whole image [53, 46] or local
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regions [63, 10] as embedding. However, they all com-
pute distance in the Euclidean space. Instead, we utilize
the geodesic distance in the oblique manifold.

Recently, fine-tuning methods [8, 51] have shown that
a pretrained in base datasets also provide a good embed-
ding for news tasks, and they only fine-tune the last classi-
fier layer. Transductive learning [32, 40, 60, 66] is another
technique that classifies unlabeled data at once, instead of
the one-by-one sample in inductive methods. TIM [4] max-
imizes the mutual information between the unlabeled data
and the label probability together with the supervised loss
during fine-tuning. Based on Tim, we propose a novel
weighted sum loss function.

Manifold Learning. Manifold learning, including di-
mensionality reduction [22, 50, 21] and Riemannian man-
ifolds learning [18, 16, 15, 26, 35, 58] has attracted sig-
nificant attention in the past few years. Popular mani-
folds, e.g. Grassmannian manifolds [5, 55] and SPD man-
ifolds [25, 36], leverage modern Euclidean machine learn-
ing tools and maintain the structure of the manifolds mean-
while. Recently, Souza et al. [47] propose to transform
the manifold points to tangent vectors at random tangency
points by logarithmic map. However, they all focus on im-
age sets and video data, while we solve the single image
classification in the oblique manifold. Furthermore, dif-
ferent from Souza et al. [47], the tangency points in our
method are defined carefully.

Other Related Work. Descriptors, e.g., modern
CNN [20], have been utilized to encode an image to capture
as much generalization as possible in recent years. Self-
attention [6, 13], e.g., spatial attention [56] and channel at-
tention [49], are applied in computer vision as a comple-
ment to the whole features [59, 23, 65] to enrich discrimi-
native information. In this work, we employ SPP [19] and
spatial attention to make a trade-off between generalization
and discriminative ability. Different from them, no extra
parameters in our method ensures to avoid over-fitting.

3. Preliminaries
Before presenting the methods, we give a brief overview

of the oblique manifold geometry and the few-shot problem.

3.1. Oblique Manifold

The oblique manifold (OM)O(n, p) is defined as a set of
matrix in Rn×p with unit Euclidean norm columns [52, 1].
Formally, OM is defined by:

O(n, p) =
{
Y ∈ Rn×p : diag(Y TY ) = Ip

}
(1)

where diag(·) denotes the diagonal matrix.

3.2. Tangent Spaces

A tangent space TKO is the set of all tangent vectors to
O at point K. It provides a local vector space approxima-

tion of the manifold. Any tangent vector K̇ must meet this
constraint: K̇TK + KT K̇ = 0. To be exact, the tangent
space at K on OM is calculated by:

TKO(n, p) = {K̇ ∈ Rn×p : diag(KT K̇) = 0} (2)

3.3. Exponential and Logarithmic Maps

Given a length t on a geodesic γ(t), where γ(0) is a start
point, γ̇(t) is a direction, the specific points are obtained by
the exponential map Exp : O × TO × R → O. Specially,
we denote γ(t) = ExpK H , which shows point γ(t) in
geodesic emanating by:

ExpK(H) = K cos(t‖K̇‖) + K̇

‖K̇‖
sin(t‖K̇‖) (3)

‖·‖ refers to the Frobenius norm in the ambient space, H =
tγ̇(0), γ(0) = K and γ̇(0) = K̇

Logarithmic map is the inverse of exponential map.
Given two points K and X on OM, we denote H =
LogK X where Log : O×O → TO. It outputs the tangent
vector H at K pointing towards X , describing the shortest
path curve from K to X . Formally, Log is written as:

dist(K,X) =

√√√√ p∑
i=1

arccos2(diag(KTX))i

Pk(X −K) = (X −K)−K diag(KT (X −K))

LogK(X) =
dist(K,X)

‖PK(X −K)‖
Pk(X −K) (4)

3.4. Few-Shot Learning

Given a base training set Dbase := {Ii, yi : Ii ∈
Ibase, yi ∈ Cbase}Nbase

i=1 , Ii denotes raw image sample i
from base image set Ibase and yi is its associated label in
the base training set Cbase. In the few-shot scenario, given
a novel test set Dnovel := {Ii, yi : Ii ∈ Inovel, yi ∈
Cnovel}Nnovel

i=1 , where Dbase ∩ Dnovel = φ, we create the
c-way kS-shot tasks randomly sampled with a few number
of examples. Specially, we sample c classes from Cnovel
and for each sampled class we choose kS samples ran-
domly. These selected samples form support set S with size
|S| := kS × c. Similarity, we obtain query set Q with size
|Q| := kQ×c by sampling kQ unlabeled (unseen) examples
for each classes randomly.

4. Method
In this section, we firstly present the detail of RSSPP.

Then, we describe the embedded method on OM. Next, we
design ODC and show the strategy for initializing parame-
ters. Finally, we reveal the loss function and optimization
on OM. The overview of our method is illustrated in Figure
2.
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Figure 2: The overall pipeline of our method. For clarity and visibility, we take 2-way 2-shot classification as an example,
plot partially, and push the tangent spaces away from the manifold in the classifier. Given images {IS , IQ}, we obtain
features {X∗S ,X∗Q} by RSSPP and the prototypes W ∗

k . Then, they are embedded as points {XS ,XQ,Wk} by PX. Next,
the geodesic flows between points and anchors {Kt, Kt′} are transformed to tangent vectors {HS

t ,H
Q
t ,H

Wk
t , · · · } in the

tangent spaces by Log. Finally, we calculate the probability distribution by softmax and total loss L for fine-tuning.

4.1. Region Self-Attention with Spatial Pyramid
Pooling

To make a trade-off [39] for features between general-
ization and discrimination from a single image, we offer
the non-parametric region self-attention with spatial pyra-
mid pooling (RSSPP). As illustrated in Figure 3, given an
image I and a pre-trained CNN ϕ from the base datasets,
we obtain the image features F ∈ Rn×h×w by F := ϕ(I),
where n, h, and w denote the feature dimension, the spa-
tial height and width of the feature map respectively. To get
the generalization feature set F∂ , the RSSPP utilizes multi-
kernel max-pooling similar to SPP:

si := (bh/ic, bw/ic)
ki := (h− (i+ 1) · bh/ic, w − (i+ 1) · bw/ic)
F∂ := {Fi = MP(F ,ki, si) ∈ Rn×i×i}pi=1 (5)

where MP(·) denotes the max-pooling operator, p is the
number of kernels satisfying p < min(h,w), ki is the max-
pooling kernel size, si is the stride, and b·c is the largest
integer that is less than or equal to ·. Next, to improve dis-
criminative ability, we utilize the self-attention mechanism
and denote the key encoder, value encoder and query as:

ki :=
GAP(Fi) ·GAP(Fp)

GAP(F1)
+ GAP(Fi)

vi := GAP(Fi)

q := GAP(Fp) (6)

where ki,vi, q ∈ Rn, Fi ∈ F∂ and GAP is the global
average-pooling. To the end, the key encoder enhances
the local discriminative region furthermore, the value en-

coder encodes the current feature map and the query en-
coder stands for applying the global average pooling on the
whole feature map. Finally, following the self-attention and
the residual shortcut (SA), we obtain the features x∗i :

x∗i := SA(q,ki,vi) := softmax(
qkTi√
n
)vi + vi (7)

Finally, we collect the feature matrix X∗ ∈ Rn×p by
X∗ := Cat({x∗i }

p
i=1), where Cat(·) denotes concatenating

the given sequence of features. For simplicity, we formulate
the series connected functions in this section as RSSPP:

RSSPP := Cat ◦ SA ◦MP ◦ϕ (8)

In FSL, we obtain the support features set S∗ := {X∗S =
RSSPP(I) ∈ Rn×p}I∈S and the query features set Q∗ :=
{X∗Q = RSSPP(I) ∈ Rn×p}I∈Q.

4.2. Embedded on the Oblique Manifold

Since diag(X∗TX∗) 6= Ip, the feature matrix X∗ is
not a member of OM. We apply a projector Px(·) to get the
manifold-valued feature matrix X:

X := Px(X
∗) = Cat({ x∗i

‖x∗i ‖
}pi=1) (9)

In this way, the support embedding set and query embed-
ding set are collected as S := {XS = Px(X

∗
S) ∈ Rn×p}

and Q := {XQ = Px(X
∗
Q) ∈ Rn×p} respectively.

4.3. Classification on the Oblique Manifold

In this work, we define the oblique distance-based clas-
sifier (ODC) with weights W := {Wk ∈ Rn×p}ck=1 and
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Figure 3: The overview of Region Self-attention with Spa-
tial Pyramid Pooling. Both key and value encoders are non-
parametric.

anchors K := {Kt}τt=0, where τ + 1 is the length of the
anchors set. Both weights and anchors are points on OM.

Initialize Anchors. ODC seeks the anchor Kt so that
the tangent vector Ht = LogKt

(X) is as representative
as possible. Commonly, Log is a helpful approximation of
manifold in a local neighborhood of the anchor Kt, how-
ever, its representation capability decreases to points too far
from Kt. Thus, it is critical to initialize proper anchors.

Intuitively, Kt are required to be close to the Karcher
mean (KM) [17] of associated points. However, the com-
putation of exact KM is an NP hard problem. Instead, we
propose the pseudo-KM as initial value of Kt. In particular,
considering X∗ in Euclidean space, it is reasonable to cal-
culate Euclidean anchors K∗0 by weighted mean over the
support features: K∗0 := 1

|S|
∑

X∗S∈S∗
X∗S . Then, we get

manifold anchors K0: K0 = Px(K
∗
0 ).

Furthermore, considering the potential ill-distribution
gap between the support samples and the query samples in
FSL, we initialize anchors with a strategy that the associated
samples are selected carefully in the transductive settings.
Formally, the general initial Kt is computed by:

Kt:=



Px(

∑
X∗

S
∈S∗ X∗S
|S| ) τ = 0

Px(
(τ−t)·

∑
X∗

S
∈S∗ X∗S+t·

∑
X∗

Q
∈Q∗ X∗Q

(τ−t)·|S|+t·|Q| ) τ > 0

(10)

Initialize Weights. Empirically, we observe that it
gains from initializing weights manually. Similar to the an-
chors, we calculate the prototypes of support features with
weighted mean, and embed the class prototypes to OM:

Wk := Px(
1

kS

∑
X∗S∈S∗

X∗Sδ(y(X
∗
S) = k)) (11)

where y(X∗S) is the label of X∗S , and δ(y(X∗S) = k) = 1 if
and only if y(X∗S) equals k.

Classification. The geodesic distance is difficult to
compute and modern Euclidean transformation can not be
applied directly. Since the tangent vector offers Euclidean

Algorithm 1: Pseudo-code for Classification
Paras. : Number of Anchors τ , Number of Kernels p,

Iterations iter, Learning rate λr , Temperature γ,
Weights factor {λ, α, µ(t)}

Input: Pre-trained CNN ϕ. Task {S,Q}
Compute {S∗,Q∗}, {S,Q} by Equation 8, 9;
Initialize K, W by Equation 10, 11;
for i← 0 to iter do

for t← 0 to τ do
Compute Ht, HW

tk by Equation 4;
Compute pXk,t by Equation 12;
Compute Lce, Lmi by Equation 13;

end
Compute L by Equation 16;
Update K, W by Equation 17 and 3;

end
Output: Query predictions are computed by Equation 15;

properties, we transform the geodesic distance as the tan-
gent vector H , which is the shortest path from anchor Kt

pointing towards X on OM by Log. Then, we use softmax
to calculate the distribution.

Specially, following Equation 4, we acquire the sup-
port and query tangent vectors Ht by Ht := LogKt

(X)

where X ∈ S or Q and weights tangent vectors HWk
t by

HWk
t := LogKt

(Wk) at each anchor Kt respectively. The
distribution over classes P(y = k|X,Kt,W) in the tangent
spaces is denoted as pXk,t :

pXk,t : =
exp(−γ‖Ht −HWk

t ‖2)∑
k′ exp(−γ‖Ht −H

Wk′
t ‖2)

=
exp(−γ‖LogKt

(X)− LogKt
(Wk)‖2)∑

k′ exp(−γ‖LogKt
(X)− LogKt

(Wk′)‖2)
(12)

where γ is a temperature parameter, and X ∈ S or Q.

4.4. Optimization on the Oblique Manifold
Classification Loss . We follow TIM [4] and define

the cross-entropy loss Lce(W,Kt) with regard to the su-
pervised support set, and the weighted mutual information
Lmi(W,Kt) for the unlabeled query samples in the tangent
spaces as:

Lce(W,Kt) := −λ
1

|S|
∑
X∈S

c∑
k=1

δ(y(X) = k) log(pXk,t)

Lmi(W,Kt) := −α
1

|Q|
∑
X∈Q

c∑
k=1

pXk,t log(p
X
k,t)

+

c∑
k=1

1

|Q|
∑
X∈Q

pXk,t log(
1

|Q|
∑
X∈Q

pXk,t) (13)

with non-negative hyper-parameter α = λ = 0.1.
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mini-ImageNet tiered-ImageNet
Method Type Backbone 1-shot 5-shot 1-shot 5-shot

TPN [32] Trans. ResNet-12 59.46 75.64 - -
TEAM [40] Trans. ResNet-18 60.07 75.90 - -
Transductive tuning [8] Trans. ResNet-12 62.35 ± 0.66 74.53 ± 0.54 - -
MetaOpt [28] Induc. ResNet-12 62.65 ± 0.61 78.63 ± 0.46 65.99 ± 0.72 81.56 ± 0.53
DSN [45] Induc. ResNet-12 64.60 ± 0.73 79.51 ± 0.50 67.39 ± 0.82 82.85 ± 0.56
SimpleShot [57] Induc. ResNet-18 63.10 ± 0.20 79.92 ± 0.14 69.68 ± 0.22 84.56 ± 0.16
S2M2R [34] Induc. ResNet-18 64.06 ± 0.18 80.58 ± 0.12 - -
Distill [51] Induc. ResNet-12 64.82 ± 0.60 82.14 ± 0.43 71.52 ± 0.69 86.03 ± 0.49
DeepEMD [63] Induc. ResNet-12 65.91 ± 0.82 82.41 ± 0.56 71.16 ± 0.87 86.03 ± 0.58
LaplacianShot [66] Trans. ResNet-18 72.11 ± 0.19 82.31 ± 0.14 78.98 ± 0.21 86.39 ± 0.16
TIM [4] Trans. ResNet-18 73.9 85.0 79.9 88.5

Ours Induc. ResNet-18 63.98 ± 0.29 82.47 ± 0.44 70.50 ± 0.31 86.71 ± 0.49
Ours Trans. ResNet-18 77.20 ± 0.36 87.11 ± 0.42 83.73 ± 0.36 90.46 ± 0.46

LEO [44] Induc. WRN28-10 61.76 ± 0.08 77.59 ± 0.12 66.33 ± 0.05 81.44 ± 0.09
CC+rot [14] Induc. WRN28-10 62.93 ± 0.45 79.87 ± 0.33 70.53 ± 0.51 84.98 ± 0.36
MatchingNet [53] Induc. WRN28-10 64.03 ± 0.20 76.32 ± 0.16 - -
FEAT [61] Induc. WRN28-10 65.10 ± 0.20 81.11 ± 0.14 70.41 ± 0.23 84.38 ± 0.16
SimpleShot [57] Induc. WRN28-10 65.87 ± 0.20 82.09 ± 0.14 70.90 ± 0.22 85.76 ± 0.15
S2M2R [34] Induc. WRN28-10 64.93 ± 0.18 83.18 ± 0.11 73.71 ± 0.22 88.59 ± 0.14
Transductive tuning [8] Trans. WRN28-10 65.73 ± 0.68 78.40 ± 0.52 73.34 ± 0.71 85.50 ± 0.50
SIB [24] Trans. WRN28-10 70.0 ± 0.6 79.2 ± 0.4 - -
BD-CSPN [31] Trans. WRN28-10 70.31 ± 0.93 81.89 ± 0.60 78.74 ± 0.95 86.92 ± 0.63
LaplacianShot [4] Trans. WRN28-10 74.86 ± 0.19 84.13 ± 0.14 80.18 ± 0.21 87.56 ± 0.15
IFSL [62] Trans. WRN28-10 73.51 ± 0.56 83.21 ± 0.33 83.07 ± 0.52 88.69 ± 0.33
TIM [4] Trans. WRN28-10 77.8 87.4 82.1 89.8

Ours Induc. WRN28-10 66.78 ± 0.30 85.29 ± 0.41 71.54 ± 0.29 87.79 ± 0.46
Ours Trans. WRN28-10 80.64 ± 0.34 89.39 ± 0.39 85.22± 0.34 91.35 ± 0.42

Table 1: Compared with the state-of-the-art on mini-ImageNet and tiered-ImageNet. The results are 5-way few-shot
classification scores averaged on 900 episodes for 5-shot and 4000 episodes for 1-shot, with 95% confidence interval. “-”
signifies the result is available. “Trans.” and “Indus.” stand for the transductive and instructive settings.

As aforementioned, the representation ability of Log de-
creases to points too far from anchors. It is not advis-
able to apply the same weight factors of Lce(W,Kt) and
Lmi(W,Kt) over all the anchors. Intuitively, if t is smaller,
Kt will be closer to the support points. Then the support
tangent vectors based Kt will be more credible, the large
weight factor is suitable and vice versa. However, when
t = τ

2 , Kt will be the global mean of all samples from both
the support set and the query set. It conveys that the sup-
port tangent vectors at Kt are also reliable due to robust
to the outliers, and then it requires the large weight factor.
Based on the above observations, we propose the weight
factor µ(t) over t on Lce(W,Kt) empirically:

µ(t) :=

{
1 τ = 0
−t(2t−τ)2+τ3

τ3
τ > 0

(14)

Finally, the predicts of query sX are:

sX := argmax

{
pXk,t τ = 0∑τ
t (1− µ(t))p

X
k,t τ > 0

(15)

where X ∈ Q and the classification loss L := L(X,W ) is:

L(W,K)

:=

∑τ
t=0(µ(t)L

ce(W,Kt) + (1− µ(t))Lmi(W,Kt))∑τ
t=0 µ(t)

(16)

Optimization. Both W and K have a similar optimiza-
tion process. As an example, W is updated by Riemannian
stochastic gradient descent (RSGD) [2, 3] which updates
parameters along the shortest path in manifold and avoid-
ing leaving the manifold.

Specially, we firstly compute Euclidean gradient ∇WL
with respect to W by ∇WL := d

dWL(LogK X,LogK W ).
Then, we project the Euclidean gradient ∇WL to Rieman-
nian gradient GW L , which means the tangent vectors∇WL
at W pointing to the updated parameters W(k+1). Referring
to Equation 3, W(k+1) is computed by:

W(k+1) := ExpW(k) −λr∇W(k)L (17)

where λr is the learning rate of RSGD. The pseudo-code
for classification on OM is shown in Algorithm 1.
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CUB M→ C
Method Type 1-shot 5-shot 5-shot

MAML [12] Induc. 68.42 83.47 51.34
MatchingNet [53] Induc 73.49 84.45 53.07
ProtoNet [46] Induc 72.99 86.64 62.02
RelationNet [48] Induc 68.58 84.05 57.71
IFSL [62]‡ Induc - - 60.05
Chen [7] Induc 67.02 83.58 65.57
SimpleShot [57] Induc 70.28 86.37 65.63
S2M2R [34] Induc. 71.81 86.22 70.44
DeepEMD [63]† Induc 75.65 88.69 -
IFSL [62]‡ Trans. - - 62.07
LaplacianShot [66] Trans. 80.96 88.68 66.33
TIM [4] Trans. 82.2 90.8 71.0

Ours Induc. 78.24 92.15 72.47
Ours Trans. 85.87 94.97 74.11

Table 2: Results for 5-shot and 1-shot CUB, and 5-shot for
cross-domain on mini-ImageNet → CUB with 5-way and
backbone ResNet18. † is based on ResNet12 and ‡ utilizes
ResNet10.

5. Experiments
5.1. Implementation Details

Backbone. In all of our experiments, we take ResNet-18
and WRN28-10 as backbone.

Training. Follow [66, 4], the backbone is trained with
standard cross-entropy on the base classes in Euclidean
space with L2-normalization activations. In this way, the
features will fall on the oblique manifold naturally. The
training epochs are 90, and the learning rate of SGD opti-
mizer is 0.1 initially, which is divided by 10 at epochs 45
and epochs 66. The images are resized to 84 × 84. The
batch size is 256 for ResNet-18 and 128 for WRN28-10.
Same as [66], we apply data augmentation, e.g. color jit-
ter, random cropping, and random horizontal flipping and
utilize label-smoothing with the parameter 0.1.

Fine-tuning and Hyper-parameters. The backbones
are fixed during fine-tuning phase. We evaluate 4000 tasks
for 5-way 1-shot and 900 tasks for 5-way 5-shot sampled
from test datasets randomly and report the average accuracy
along with 95% confidence interval. To stay in line with
TIM [4], we set α = 0.1, λ = 0.1 in Equation 13 and
γ = 7.5 in Equation 12. Empirically, we set q = 11 in
Equation 5, τ = 14 for transductive inference, and τ = 0 in
Equation 10 for inductive inference. We use the RSGD [2]
optimizer with the learning rate λr = 0.1 and the iterations
for each task is 100.

5.2. Datasets

Three popular benchmark datasets are conducted: mini-
ImageNet [53], tiered-ImageNet [42], and Caltech-UCSD
Birds-200-2011 (CUB) [54].

(a) Contour plot over τ and p
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or
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Random weights
Random anchors

Uniform
Linear
Quadratic

 

(b) Score lines graph over τ

Figure 4: Ablation study. (a) Contour plot: visualization of
classification scores over τ and p. Each point stands for a
test with associated parameters. (b) Score lines graph:the
red line denotes our method, the chartreuse green lines de-
note studying on the initialized methods, and the sky blue
lines mean researching the weight factor of loss.

mini-ImageNet. mini-ImageNet is the subset of Ima-
geNet datasets [43]. It contains 60,000 images totally with
84× 84 size and 100 classes, which are divided into 64, 16,
and 20 for training, validation and testing respectively.

tiered-ImageNet. tiered-ImageNet is also another one
of ImageNet with 779,165 images and 84× 84 size in total.
It includes 34 classes and 608 sub-classes. The splits of
training, validation, and testing are 20, 6, and 8 respectively,
based on the high-level classes to enlarge the semantic gap
between training and testing.

Caltech-UCSD Birds-200-2011 (CUB). CUB is used
for fine-grained bird classification with a minor difference.
It contains 200 classes and 11,788 images in all and the
classes are divided into 100, 50, and 50 for training, vali-
dation, and testing respectively.

5.3. Comparison with State-of-the-Art Methods

Few-shot image classification. From Table 1, we can
observe that our method outperforms the state-of-the-art in
the transductive settings, and the gains are consistent with
different network models and datasets. Note that our in-
ductive model beats other inductive methods in 5-shot sce-
nario. It shows that OM is more discriminative than Eu-
clidean space and with more data the generalization ability
of OM are enhanced rapidly.

Fine-grained image classification. Table 2 reports the
results of fine-grained 5-way 5-shot classification on CUB.
Our transductive method outperforms the best state-of-the-
art by about 3.6% and 4.2% margins in 1-shot and 5-shot
respectively. This shows that precise geodesic distance is
more suitable than Euclidean distance to distinguish close
features.

Cross-domain (mini-ImageNet → CUB). Cross-
domain few-shot classification is a challenging scenario.
Following [7], we train Resnet-18 with training set from
mini-ImageNet and validation set from CUB. The results
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mini-ImageNet tiered-ImageNet CUB
Riemannian ODC RSSPP Trans. 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

Euclidean 7 7 7 65.25 82.17 70.19 85.51 76.80 90.31
Euclidean 7 3 3 66.39 83.33 64.26 84.19 81.25 91.86
L2-Euclidean 7 7 7 67.61 82.24 66.50 84.00 77.30 90.10
L2-Euclidean 7 3 3 68.33 83.83 65.78 84.25 81.22 92.48

Oblique 3 7 7 66.00 84.34 71.29 87.27 77.98 91.51
Oblique 3 3 7 66.78 85.29 71.54 87.79 78.24 92.15
Oblique 3 7 3 80.22 88.71 84.70 91.20 85.01 94.37
Ours 3 3 3 80.64 89.39 85.22 91.35 85.87 94.97

Table 3: The effectiveness of RSSPP, ODC and transductive on mini-ImageNet, tiered-ImageNet, and CUB, with backbone
WRN28-10, WRN28-10 and Resnet18 respectively.

in Table 2 (rightmost column) is evaluated on 5-way 5-shot
from test set of CUB. We can observe that both our methods
outperform others by about 3% margins.

5.4. Ablation Study

Effects of RSSPP, ODC, and transductive. To check
the effectiveness of components of our method, we made
some comparison experiences. Results are reported in Table
3. In the first row, we replace the oblique manifold with Eu-
clidean space, remove RSSPP and transductive settings, i.e.,
τ = p = 0, and utilize the global average-polling directly.
In this way, the model acts as transforming features by cen-
tering [57]. The third and fourth rows show results of Eu-
clidean with L2-normalization (noted “L2-Euclidean”) to
compare the geodesic distance and Euclidean distance. We
also carry out experiments to illustrate the efficacy of mod-
ules individually. The deference between the first four rows
and the last four rows is: 1) The former are based on Eu-
clidean distance while the latter are based on geodesic dis-
tance. 2) Parameters of the former are updated in Euclidean
space while parameters of the latter are updated along the
surface of manifold. The results show that the scores gain
about 0.5% by RSSPP and 1%-3% by ODC in the transduc-
tive settings, and the ODC is better than Euclidean classifier.

Effects of τ and p. We conduct an ablation study on the
effect of p and τ . Figure 4(a) is the contour plot that depicts
how classification scores change with p and τ in 5-shot set-
tings on WRN28-10, where p ranges from 1 to 11, τ ranges
from 1 to 20, and both are integers. It can be observed that:
1) The larger p, the better scores may be due to a better gen-
eralization and discriminative ability. 2) As τ increases, the
higher scores. The reason is that more local approximate
representations are utilized. However, the scores do not in-
crease steadily. The explanation may be that the weight fac-
tor of single well-approximated representation decreases in
the proportion of total representations according to Equa-
tion 16.

The initialization of anchors and weights. We also
study the effect of initialization of anchors and weights. The

results are reported in Figure 4(b) with chartreuse green. We
observe that anchors with random initialization perform the
worst. It hardly catches the local approximate representa-
tion without considering the structure of manifold-features,
and the parameters may be updated in the wrong direction.
Random initialization of weights also leads to worse perfor-
mance than our method by 0.15% margin, which shows that
it is necessary to initialize weights carefully.

The Weight factor of Loss. For multi-tangent spaces,
suitable weight factors are required to determine the impor-
tance of scores according to the anchors, which engendered
by the ratio of support points and query points. We propose
another there functions of weight factors: 1) Uniform distri-
bution, the factors of all terms are the same, i.e., µ(t) = 1

2 .
2) Linear function, the factors are reduced linearly, i.e.,
µ(t) = 1 − t

τ . 3) Quadratic function when t moves far,
the factor is reduced sharply, i.e., µ(t) = 1 − ( tτ )

2. We
conduct experiments to compare these factor functions, and
the results are shown in Figure 4(b) with deep sky blue. Our
method outperforms best over all τ .

6. Conclusion

In this paper, we leverage the geodesic distance on the
oblique manifold to solve the few-shot classification. The
geodesic distance is transformed to vector in the tangent
space and the modern machine learning tools can be uti-
lized. We introduce a novel RSSPP for balancing gener-
alization and discriminative ability, oblique distance-based
classifier with new initial methods and a novel loss function
for accurate classification. Finally, We validate the effec-
tiveness on popular datasets. In the future, we will focus on
how to integrate the local tangent space effectively or opti-
mize the oblique manifold directly without resorting to the
tangent space.
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Florence d’Alché-Buc, Emily B. Fox, and Roman Garnett,
editors, Advances in Neural Information Processing Systems
32: Annual Conference on Neural Information Processing
Systems 2019, NeurIPS 2019, December 8-14, 2019, Van-
couver, BC, Canada, pages 113–124, 2019. 2

[42] Mengye Ren, Eleni Triantafillou, Sachin Ravi, Jake Snell,
Kevin Swersky, Joshua B. Tenenbaum, Hugo Larochelle, and
Richard S. Zemel. Meta-learning for semi-supervised few-
shot classification. In Proc. of ICLR. OpenReview.net, 2018.
7

[43] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, San-
jeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy,
Aditya Khosla, Michael Bernstein, et al. Imagenet large
scale visual recognition challenge. International journal of
computer vision, 115(3):211–252, 2015. 7

[44] Andrei A. Rusu, Dushyant Rao, Jakub Sygnowski, Oriol
Vinyals, Razvan Pascanu, Simon Osindero, and Raia Had-

8421



sell. Meta-learning with latent embedding optimization. In
Proc. of ICLR. OpenReview.net, 2019. 6

[45] Christian Simon, Piotr Koniusz, Richard Nock, and
Mehrtash Harandi. Adaptive subspaces for few-shot learn-
ing. In 2020 IEEE/CVF Conference on Computer Vision and
Pattern Recognition, CVPR 2020, Seattle, WA, USA, June
13-19, 2020, pages 4135–4144. IEEE, 2020. 6

[46] Jake Snell, Kevin Swersky, and Richard S. Zemel. Proto-
typical networks for few-shot learning. In Isabelle Guyon,
Ulrike von Luxburg, Samy Bengio, Hanna M. Wallach, Rob
Fergus, S. V. N. Vishwanathan, and Roman Garnett, editors,
Advances in Neural Information Processing Systems 30: An-
nual Conference on Neural Information Processing Systems
2017, December 4-9, 2017, Long Beach, CA, USA, pages
4077–4087, 2017. 2, 7

[47] L. S. Souza, N. Sogi, B. B. Gatto, T. Kobayashi, and K.
Fukui. An interface between grassmann manifolds and vec-
tor spaces. In CVPR Workshop, pages 3695–3704, 2020. 2,
3

[48] Flood Sung, Yongxin Yang, Li Zhang, Tao Xiang, Philip
H. S. Torr, and Timothy M. Hospedales. Learning to com-
pare: Relation network for few-shot learning. In 2018 IEEE
Conference on Computer Vision and Pattern Recognition,
CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018,
pages 1199–1208. IEEE Computer Society, 2018. 1, 2, 7

[49] Mingxing Tan, Bo Chen, Ruoming Pang, Vijay Vasudevan,
Mark Sandler, Andrew Howard, and Quoc V. Le. Mnas-
net: Platform-aware neural architecture search for mobile. In
IEEE Conference on Computer Vision and Pattern Recogni-
tion, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019,
pages 2820–2828. Computer Vision Foundation / IEEE,
2019. 3

[50] Joshua B Tenenbaum, Vin De Silva, and John C Langford.
A global geometric framework for nonlinear dimensionality
reduction. Science, 290(5500):2319–2323, 2000. 1, 3

[51] Yonglong Tian, Yue Wang, Dilip Krishnan, Joshua B. Tenen-
baum, and Phillip Isola. Rethinking few-shot image classifi-
cation: A good embedding is all you need? In ECCV, 2020.
2, 3, 6

[52] Nickolay T. Trendafilov and Ross A. Lippert. The multimode
procrustes problem. Linear Algebra and its Applications,
349(1):245–264, 2002. 1, 3

[53] Oriol Vinyals, Charles Blundell, Tim Lillicrap, Koray
Kavukcuoglu, and Daan Wierstra. Matching networks for
one shot learning. In Daniel D. Lee, Masashi Sugiyama,
Ulrike von Luxburg, Isabelle Guyon, and Roman Garnett,
editors, Advances in Neural Information Processing Sys-
tems 29: Annual Conference on Neural Information Process-
ing Systems 2016, December 5-10, 2016, Barcelona, Spain,
pages 3630–3638, 2016. 2, 6, 7

[54] C. Wah, S. Branson, P. Welinder, P. Perona, and S. Belongie.
The Caltech-UCSD Birds-200-2011 Dataset. Technical Re-
port CNS-TR-2011-001, California Institute of Technology,
2011. 7

[55] R. Wang, X.-J. Wu, and J. Kittler. Graph embedding multi-
kernel metric learning for image set classification with grass-
mannian manifold-valued features. IEEE Transactions on
Multimedia, 23:228–242, 2021. 1, 3

[56] Xiaolong Wang, Ross B. Girshick, Abhinav Gupta, and
Kaiming He. Non-local neural networks. In 2018 IEEE Con-
ference on Computer Vision and Pattern Recognition, CVPR
2018, Salt Lake City, UT, USA, June 18-22, 2018, pages
7794–7803. IEEE Computer Society, 2018. 3

[57] Yan Wang, Wei-Lun Chao, Kilian Q. Weinberger, and
Laurens van der Maaten. Simpleshot: Revisiting
nearest-neighbor classification for few-shot learning. In
arXiv:1911.04623, 2019. 6, 7, 8

[58] Jianre Wei, Jian Liang, Ran He, and Jinfeng Yang. Learn-
ing discriminative geodesic flow kernel for unsupervised do-
main adaptation. In ICME, pages 1–6, San Diego, CA, 2018.
IEEE. 3

[59] Sanghyun Woo, Jongchan Park, Joon-Young Lee, and In So
Kweon. Cbam: Convolutional block attention module. In
ECCV, pages 3–19, 2018. 2, 3

[60] Ling Yang, Liangliang Li, Zilun Zhang, Xinyu Zhou, Erjin
Zhou, and Yu Liu. DPGN: distribution propagation graph
network for few-shot learning. In 2020 IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, CVPR
2020, Seattle, WA, USA, June 13-19, 2020, pages 13387–
13396. IEEE, 2020. 3

[61] Han-Jia Ye, Hexiang Hu, De-Chuan Zhan, and Fei Sha. Few-
shot learning via embedding adaptation with set-to-set func-
tions. In 2020 IEEE/CVF Conference on Computer Vision
and Pattern Recognition, CVPR 2020, Seattle, WA, USA,
June 13-19, 2020, pages 8805–8814. IEEE, 2020. 6

[62] Zhongqi Yue, Hanwang Zhang, Qianru Sun, and Xian-Sheng
Hua. Interventional few-shot learning. In Advances in Neu-
ral Information Processing Systems, volume 33, 2020. 1, 2,
6, 7

[63] Chi Zhang, Yujun Cai, Guosheng Lin, and Chunhua Shen.
Deepemd: Few-shot image classification with differentiable
earth mover’s distance and structured classifiers. In 2020
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, CVPR 2020, Seattle, WA, USA, June 13-19,
2020, pages 12200–12210. IEEE, 2020. 2, 6, 7

[64] Hongguang Zhang, Jing Zhang, and Piotr Koniusz. Few-shot
learning via saliency-guided hallucination of samples. In
IEEE Conference on Computer Vision and Pattern Recogni-
tion, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019,
pages 2770–2779. Computer Vision Foundation / IEEE,
2019. 1

[65] Hengshuang Zhao, Jiaya Jia, and Vladlen Koltun. Explor-
ing self-attention for image recognition. In 2020 IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
CVPR 2020, Seattle, WA, USA, June 13-19, 2020, pages
10073–10082. IEEE, 2020. 3

[66] Imtiaz Ziko, Jose Dolz, Eric Granger, and Ismail Ben
Ayed. Laplacian regularized few-shot learning. In Inter-
national Conference on Machine Learning, pages 11660–
11670. PMLR, 2020. 1, 3, 6, 7

8422


