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Abstract

Video is complex due to large variations in motion and
rich content in fine-grained visual details. Abstracting use-
ful information from such information-intensive media re-
quires exhaustive computing resources. This paper stud-
ies a two-step alternative that first condenses the video se-
quence to an informative “frame” and then exploits off-the-
shelf image recognition system on the synthetic frame. A
valid question is how to define “useful information” and
then distill it from a video sequence down to one synthetic
frame. This paper presents a novel Informative Frame Syn-
thesis (IFS) architecture that incorporates three objective
tasks, i.e., appearance reconstruction, video categorization,
motion estimation, and two regularizers, i.e., adversarial
learning, color consistency. Each task equips the synthetic
frame with one ability, while each regularizer enhances its
visual quality. With these, by jointly learning the frame syn-
thesis in an end-to-end manner, the generated frame is ex-
pected to encapsulate the required spatio-temporal infor-
mation useful for video analysis. Extensive experiments are
conducted on the large-scale Kinetics dataset. When com-
paring to baseline methods that map video sequence to a
single image, IFS shows superior performance. More re-
markably, IFS consistently demonstrates evident improve-
ments on image-based 2D networks and clip-based 3D
networks, and achieves comparable performance with the
state-of-the-art methods with less computational cost.

1. Introduction
Recently, the development of Convolutional Neural Net-

works (CNN) convincingly demonstrates high capability of
CNN in image-domain visual recognition. For instance, an
ensemble of residual nets [9] achieves 3.5% top-5 error on
the ImageNet test set, which is even lower than 5.1% of
the reported human-level performance. Nevertheless, it is
not trivial to apply a 2D CNN for video recognition. Since
video is a temporal sequence with large variations and com-
plexities, performing 2D CNN on individual frame cannot
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Figure 1. Modeling temporal evolution for video recognition by
(a) aggregating 2D representations from sampled frames by late
fusion, (b) slow fusing the input frames by 3D CNN and (c) con-
densing the input video to one frame as early fusion.

model temporal evolution across frames.
Extensive progresses have been made to model the tem-

poral sequence for video recognition. These works can
be grouped into three categories according to which stage
temporal information is aggregated, as shown in Figure 1.
The first one is late fusion [12, 20, 27, 38, 44, 45], which
first extracts the image representation from 2D CNN for
each frame and then aggregates the feature sequence for
video recognition. Despite being straightforward by em-
ploying 2D CNN on video data, pixel-level temporal evolu-
tion over frames is overlooked. The second is slow fusion
[2, 6, 10, 12, 21, 22, 23, 24, 31, 33], which feeds entire video
clip into a network (e.g., 3D CNN) for spatio-temporal con-
volution. This type of networks builds temporal connec-
tions among pixels across space and time at the expense of
computational cost. For example, the de facto ResNet-101
[9] requires 10G floating-number operations (FLOPs) for
single crop on image data. When transferring this backbone
to 3D CNN for 128-frame clip, the number of FLOPs is
increased to 234G for SlowFast networks [6].

This paper addresses a new direction that early fuses the
information from video sequence to one synthetic frame.
Despite being a 2D image, the frame captures motion dy-
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namics and visual details of a sequence. In this way, 2D
CNN can be employed to learn both visual appearance as
well as temporal evolution from just one frame. To this
end, the crucial issue of early fusion becomes what informa-
tion deserves to be preserved in a synthetic frame. There-
fore, we propose a novel Informative Frame Synthesis (IFS)
architecture guiding the generation of synthetic frames by
multiple pre-defined tasks and regularizers. This architec-
ture mainly consists of three components, i.e., a convolu-
tional encoder-decoder network to transfer the input video
sequence to a synthetic frame, three objective tasks to en-
sure that the frame is reconstructable, semantically and dy-
namically consistent with the original sequence, and two
regularizers to preserve the fine-grained visual details. By
jointly optimizing the transformation network in an end-to-
end manner, the generated frame will attempt to encapsulate
the required information of each task. In this way, the frame
captures temporal evolution for video applications.

The main contribution of this work can be summarized
as followings. First, IFS network is novelly proposed to
learn the transformation from 3D video clips to 2D image
frame. Second, different objectives and regularizers are pro-
posed to encapsulate motion dynamics and visual details in
a 2D frame. Extensive experiments are conducted on Ki-
netics dataset. Ablation studies investigate the impact of
each task and regularizer towards frame synthesis. The re-
sults demonstrate that IFS with 2D CNN (e.g., ResNet-101)
achieves comparable performance to more computationally
expensive 3D CNN (e.g., I3D [2]). When the synthetic
frames are stacked as a video summary for 3D CNN clas-
sification, higher performance is attained than most of the
existing works with less computation.

2. Related Work
Video recognition has attracted intensive research inter-

ests in recent years due to its importance in different appli-
cation areas, such as video surveillance, indexing, retrieval
and robotics. We briefly group the methods for video recog-
nition into two categories: hand-crafted feature-based and
deep learning-based methods.

Early progresses are mostly based on the classifiers
trained on hand-crafted feature, which usually starts by
detecting spatio-temporal interest points and then describ-
ing them with local representations. Examples of hand-
crafted feature include Space-Time Interest Points (STIP)
[16], Histogram of Gradient and Histogram of Optical Flow
[17], 3D HOG [14], SIFT-3D [26], Extended SURF [40],
and improved dense trajectory [34, 35]. These hand-crafted
descriptors are not particularly optimized for the video
recognition task and may lack discriminative capacity.

The most recent approaches for video recognition are
to devise deep architectures for end-to-end representation
learning. Karparthy et al. stack CNN-based frame-level

representations in a fixed size of windows and then lever-
age spatio-temporal convolutions for video categorization
[12]. Benefiting from the usage of optical flow, in [27],
the famous two-stream architecture is devised by applying
two 2D CNN architectures separately on visual frames and
stacked optical flows. Following the solution of two-stream
networks, various schemes have been developed including
convolutional fusion [7], key-volume mining [49], temporal
segment networks [38] and temporal linear encoding [3]. To
overcome the limitation of performing 2D CNN on model-
ing long-term dependencies, LSTM-RNN is proposed by
Ng et al. [45] to model long-range temporal dynamics
in videos. The aforementioned approaches are limited by
treating video as a sequence of frames and optical flow for
video understanding. More concretely, pixel-level temporal
evolution across consecutive frames are not explored. The
problem is addressed by 3D CNN proposed by Ji et al. [10],
which directly learns spatio-temporal representation from a
short video clip. Later in [31], Tran et al. devise a widely
adopted 3D CNN, namely C3D, for supervised learning of
video representation over 16-frame video clips using large-
scale video datasets. Furthermore, performance of the 3D
CNN is further boosted by inflated 2D kernels [2], decom-
posed 3D kernels [18, 21, 33], SlowFast networks [6, 41]
and depth-wise 3D convolutions [4, 5, 32].

Our work also falls into the category of deep architecture
learning, but in a direction that is seldom explored. The
proposed network aims to condense video sequence into
a synthetic frame summarizing spatio-temporal evolution.
An early work DI [1] generates single “dynamic image” for
each video by rank pooling technique to capture the tem-
poral evolution. This pooling mechanism is improved in
SVMP [36] by multiple instance learning context and deci-
sion boundaries in SVM. More recently, AWSD [30] distills
the video sequence to single image by weighted pooling the
surrounding pixels in a local window with adaptive dura-
tion. These three works transform the video clip to single
image by manually designed formulation and are not learn-
able. The most closely related work is AVD [29], which
generates single image from video sequence by 3D CNN
with adversarial learning. Different from [29], our work
focuses on the design of objective tasks and regularizers
that can capture discriminative spatio-temporal character-
istics in a single frame for recognition.

3. Informative Frame Synthesis (IFS)
IFS is essentially a generative model to synthesize a sin-

gle frame that can infer visual and motion dynamics of a
video clip. Figure 2 depicts the overview of IFS. We be-
gin this section by presenting the problem formulation, fol-
lowed by definition of tasks and regularizers. An end-to-
end learning combining the loss functions is subsequently
presented to train IFS. Finally, we explore different ways
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Figure 2. The three main components of Information Frame Synthesis (IFS): the convolution encoder-decoder network for transferring of
video clip to a synthetic frame (upper); three objectives driving 3D to 2D transformation (lower left); two regularizers improving the visual
quality of synthetic frame (lower right).

of utilizing IFS, including generating synthetic frames as a
summary of long videos, for video recognition.

3.1. Problem Formulation

Denote a video clip with T frames as X = {xt|t =
1, ..., T}, where each frame is in resolution of H ×W and
has C color channels. Let IFS as a convolutional encoder-
decoder network of function F . Then, the problem of 2D
frame synthesis is x̂ = F(X ) where x̂ ∈ RC×H×W is the
2D synthetic frame. As successive frames are expected to
be visually similar, we follow the typical way of video com-
pression by presenting a frame as its difference w.r.t to a key
frame. Formally, take the first frame x1 as the key frame,
each subsequent frame xt can be viewed as a distorted key
frame of x1 by motion vector mt plus a residual rt:

xt = x1 ◦mt + rt , (1)

where ◦ denotes the pixel-level movement along the motion
vector. In video compression, x1 is named I-frame (intra-
coded frame), and {mt, rt} is the difference between the I-
frame and a P-frame (predictive frame). Thus the video se-
quence X is reformulated as a compressed video sequence
{x1,m2, r2, ...,mT , rT } as in [42, 47], which can be di-
rectly extracted from the videos encoded with standards
such as MPEG-4, H.264, HEVC, etc.

3.2. Tasks for Synthetic Frame

A synthetic frame x̂ is expected to capture the most es-
sential information required for video recognition. This in-
cludes the abilities of (1) reconstructing the appearance of
input clip X from x̂, (2) predicting the semantic category of
X , if available during training time, based on x̂, and (3) esti-
mating the temporal dynamics over frames. To this end, we
optimize the encoder-decoder networkF by jointly learning
the following three tasks.

Appearance Reconstruction. The synthetic frame x̂
only contains 1/T digits compared with input clip. One

straightforward way for video data distillation is to make
the network F reversible. In other words, the input clip X
can be recovered from the synthetic frame x̂. In this task,
we mainly focus on reconstructing the appearance of key
frame. Considering the frame representation in compressed
format as in Equ. (1), only the first frame (x1) of X is
retained while other frames contain only the motion coef-
ficients and residuals to predict xt. Therefore, we design
another convolutional encoder-decoder network F−1a aim-
ing at recovering the first frame x1 from x̂. The objective
function is given by the mean squared error (MSE) between
x1 and the recovered frame as

Lapp(F ,F−1a ) =
∥∥x1 −F−1a (F(X ))

∥∥2
2
, (2)

where ‖·‖22 denotes the mean squared L2 norm across the
entire frame. The reconstruction loss enforces x̂ to recall
the initial appearance of X .

Video Categorization. Video label characterizes the
spatio-temporal content of a video. Here, we employ a
convolutional encoder network C trying to predict the video
category from synthetic frame. Given the supervised pair of
video clip and label {X , y}, the cross entropy loss measures
the deviation between the ground truth and the predicted la-
bel from network C as

Lcat(F , C) = CrossEntropy{y, C(F(X ))} , (3)

where C(F(X )) is the probability of each category after be-
ing normalized to (0, 1) by softmax operation. It is worth
noticing that, among all the tasks and regularizers, video
categorization is the only task that needs manual labels for
supervised learning.

Motion Estimation. Optical flow is usually extracted to
describe the displacement between two consecutive frames,
representing a transformation function that warps one frame
to another. Similar in spirit, we try to empower the synthetic
frame with the capacity to transfer the first input frame x1
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to the t-th frame xt. Benefited from the compressed repre-
sentation in Equ. (1), this capacity is equivalent to recon-
struct the motion vector mt and the residual rt. These maps
capture only the changes of video based on the information
in I-frame. We design an identical convolutional encoder-
decoder network F−1m to predict all the motion vectors and
residuals from the synthetic frame x̂ in one feed-forward
propagation. Then, the loss for motion estimation task is
calculated by the averaged MSE between the estimated mo-
tion vector/residual and the real motion vector/residual as

{m̂2, r̂2, ..., m̂T , r̂T } = F−1m (F(X )),

Lmot(F ,F−1m ) =
1

T − 1

T∑
t=2

‖mt − m̂t‖22 + ‖rt − r̂t‖
2
2 .

(4)
Please note that there are T − 1 motion vector maps and
T −1 residual maps in total, altogether forming more digits
than the synthetic frame. Such information “bottleneck” ar-
chitecture will attempt to summarize the temporal dynamic
across the entire sequence in a synthetic frame x̂ by reduc-
ing inter-frame redundancy.

3.3. Regularizers for Synthetic Frame

The aforementioned three tasks drive the learning of the
synthetic frame to recapitulate the appearance, semantic and
motion information of input clip. From a different perspec-
tive, two regularizers are designed to enhance the visual
quality of the generated frame.

Adversarial Learning. The first regularizer is derived
from adversarial learning to force the synthetic frame to be
visually similar to a real frame. A convolutional encoder
network D is exploited as a discriminator to differentiate
between the real and synthetic frames, while the network F
is trained to maximally fool the discriminator by generating
high-quality synthetic frames. The design follows gener-
ative adversarial learning [8] that trains two models, i.e.,
a generative model and a discriminative model, by pitting
them against each other. The adversarial principle provides
guidance for the frame synthesis by making the texture, pat-
tern and structure between the real and synthetic frames in-
distinguishable by the discriminator. Formally, given the
generated synthetic frameF(X ) and the I-frame x1, we cal-
culate the adversarial loss as

Radv(D) = ‖D(x1)‖22 + ‖1−D(F(X ))‖
2
2 ,

Radv(F) = ‖D(F(X ))‖22 ,
(5)

where D(·) denotes the score to measure the reality of a
frame by discriminator network D. The loss function used
in Equ. (5) is the least-square GAN in [48], which performs
more stably in joint training. Similar to the standard GANs,
the training of adversarial learning in IFS is a minmax game
between F and D, expecting an good equilibrium that F
can produce a “realistic” synthetic frame after convergence.

Color Consistency. The second regularizer considers
the meaning of each channel in a synthetic frame. Take the
input video with RGB color space as an example, the num-
ber of channels C is equal to 3 for the input and synthetic
frame. However, the meaning of each channel and the cor-
relation between channels in the synthetic frame are usually
not constrained. Not surprisingly, without this constraint,
we observe that the network F will easily converge to gen-
erate an unpredictable and stochastic color space. The hue
information of video content will be lost in that color space.
Therefore, we propose an efficient way to enhance the color
information in the synthetic frame by minimizing the dis-
tance between the average RGB value in the input video
and that in the synthetic frame. Specifically, the color con-
sistency loss is defined as

Rcolor(F) =
1

T

∑
xt∈X

‖Ave(xt)− Ave(F(X ))‖22 , (6)

where Ave(·) ∈ RC denotes the mean value of each channel
averaged across H ×W positions inside the frame.

3.4. Optimization

The overall training objective function of IFS integrates
the losses from three tasks and two regularizers. The syn-
thetic frame generation network F is updated as

L = Lapp + Lcat + Lmot +Radv +Rcolor , (7)

where the five losses are accumulated equally without
weighting. Simultaneously, F−1a , C and F−1m for the three
tasks and D for the adversarial regularizer are jointly opti-
mized with F for their respective objectives.

3.5. Video Recognition with Synthetic Frame

We develop several video recognition frameworks by
employing 2D CNN and 3D CNN respectively on the syn-
thetic frame. Figure 3 illustrates the two video recognition
frameworks based on two typical networks.

(i) Synthetic frame + 2D CNN: The first one is simply by
building a 2D CNN for the classification of each synthetic
frame. Take T = 12 (i.e., one I-frame plus 11 P-frames) as
an example, the 2D CNN on synthetic frame plays a similar
role as a 12-frame 3D CNN. We employ ResNet-101 [9]
pre-trained on ImageNet dataset [25] as the 2D classifier.
We refer the 2D CNN as the default video classifier in our
experiments unless otherwise stated.

(ii) Synthetic clip + 3D CNN: IFS can summarize a lengthy
video into a short clip for video classification. Taking a
96-frame video as an example, IFS generates 8 consecutive
synthetic frames, where each frame summarizes a 12-frame
clip with a non-overlapping sliding window. In this case,
we extend the 2D ResNet-101 to a 8-frame 3D CNN by the
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Figure 3. Two examples of video recognition framework by inte-
grating frame synthesis as early fusion.

strategy in [6, 21, 33] that inserts one 3 × 1 × 1 temporal
convolution after each spatial convolution. Similar as the
SlowFast networks [6], we do not perform temporal down-
sampling in our 3D CNN, which means that the temporal
dimension of each feature map is fixed as 8.

As shown in Figure 3, by early fusion of frames, IFS
either condenses a video clip into one frame for 2D CNN
classification or summarizes a clip as a synopsis of 8 frames
for 3D CNN classification. The reduction is as much as 12
times of the original video length, which greatly decreases
the computational cost.

IFS can also be degenerated to focus on capturing motion
dynamics only by excluding the task of appearance con-
struction. We name this variant as IFS-mot, where the pro-
duced synthetic frame only summarizes the information not
included in x1. Note that, with regularizers, the synthetic
frame will still be visually sensible, or otherwise the 2D
CNN pre-trained on ImageNet cannot be utilized for recog-
nition. The performance of video recognition framework
with different network architectures, or with different IFS
variants, will be evaluated in the experimental section.

4. Experiments
4.1. Datasets

The experiments are conducted on Kinetics-400 [2],
UCF101 [28] and HMDB51 [15] datasets. IFS is optimized
on the training set of Kinetics-400 and then is applied on
all the dataset. Kinetics-400 is one of the large-scale action
recognition benchmarks. It consists of around 300K videos
from 400 action categories. The 300K videos are divided
into 240K, 20K, 40K for training, validation and test set,
respectively. Each video in this dataset is 10-second short
clip cropped from the raw YouTube video. Note that the
labels for test set are not publicly available and the perfor-
mances on Kinetics-400 dataset are all reported on the vali-
dation set. After optimization, the effectiveness of synthetic

Table 1. The detailed architectures of encoder and encoder-
decoder networks in IFS.

Layer Encoder Encoder-Decoder Output SizeNetwork Network

conv1 4×4, s=2 7×7
En : 64× 1122

En-De : 64× 2242

conv2 4×4, s=2 4×4, s=2
En : 128× 562

En-De : 128× 1122

conv3 4×4, s=2 4×4, s=2
En : 256× 282

En-De : 256× 562

conv4 4×4, s=2
[

3× 3
3× 3

]
res

× 9
En : 512× 142

En-De : 256× 562

conv5 4×4, s=2
4×4, s=1/2 En : 512× 72

4×4, s=1/2 En-De : 64× 2242

frame is validated on Kinetics-400, UCF101 and HMDB51
in the context of video recognition. UCF101 and HMDB51
are two of the most popular video action recognition bench-
marks. UCF101 consists of 13,320 videos from 101 ac-
tion categories, and HMDB51 consists of 6,849 videos from
51 action categories. Each split in UCF101 includes about
9.5K training and 3.7K test videos, while a HMDB51 split
contains 3.5K training and 1.5K test videos. We report the
average results over three splits on these two datasets.

4.2. Network Architecture

The detailed structures of encoder-decoder networks (F ,
F−1a , F−1m ) and encoder networks (C, D) are given in Ta-
ble 1. The encoder-decoder networks originate from the
9-block ResNet in [48], which shows promising results on
image-to-image translation task. This network contains two
down-scale convolutional layers, two up-scale deconvolu-
tional layers and nine residual blocks. For the encoder net-
work, we devise the N-Layer classifier in [48], which stacks
five 4× 4 convolutional layers. Therefore, the encoder net-
work can produce a feature map with 7×7 resolution which
can be utilized to categorize the synthetic frame (C) or dis-
tinguish between the real frame and synthetic frame (D).

4.3. Training and Inference Strategy

The proposed IFS is implemented on PyTorch frame-
work with multiple GPUs in parallel. We use MPEG-4 en-
coded videos, which have on average 11 P-frames for ev-
ery I-frame. For the training of IFS (Section 3.4), we set
the clip size as T × 224 × 224, where T = 12. The clips
are randomly cropped without overlapping and is resized
with the short edge in [256, 340]. IFS synthesizes one frame
for average 12-frame clip. The clips are randomly flipped
along horizontal direction for data augmentation. The net-
work parameters are optimized by Adam [13] method with
β1 = 0.9, β2 = 0.999. The learning rate is initially set to
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Table 2. Top-1 classification accuracy on Kinetics-400 with the
synthetic frames end-to-endly generated by IFS variants. The vari-
ants are trained with the task of appearance reconstruction plus
different combinations of regularizers. The last column ”jpeg”
shows the performance when the synthetic frames are compressed
as JPEG images.

Task Regularizer Lapp
Top-1

end-to-end jpeg

app
– 0.002 71.7 59.2

adv 0.014 71.2 70.3
adv + color 0.014 72.8 72.8

triple jump
reading 

newspaper
passing American 
football (in game)

biking through 
snow

jetskiing jogging

rec

rec+adv

rec+adv+color

Input Video

Figure 4. The examples of synthetic frames generated by IFS
trained with the reconstruction task and different regularizers.

0.001, which is annealed down to zero following a cosine
decay. The size of mini-batch is 128 and the optimization
will be completed after 64 epoches. The optimized network
F will be utilized for frame synthesis. For video recogni-
tion (Section 3.5), we utilize the same data pre-processing.
The initial learning rate is 0.01 and the weights are opti-
mized by standard stochastic gradient descent. Each mini-
batch contains either 256 frames for 2D CNN or 256 clips
for 3D CNN and the training completes after 256 epochs.
In the inference stage, we employ the three-crop strategy
in [6] and average the scores from 20/10 uniformly sam-
pled synthetic frames/clips for 2D/3D CNN, respectively.
All the variants of IFS follow exactly the same training and
inference strategy as IFS.

4.4. Evaluations on the Regularizers

We first examine the impact of two regularizers, i.e., ad-
versarial loss (adv) and color consistency (color) on IFS
training. For simplicity, the IFS is only trained with the
reconstruction task, i.e. Equ. (2). Table 2 summarizes
the top-1 classification accuracies along with the loss when
different regularizers are trained together. Figure 4 further
contrasts the synthetic frames to show the impact of reg-
ularizers on visual effect. Without regularizer, the quality
of synthetic frames is inexplicable despite the low value
in reconstruction loss. The top-1 accuracy achieves 71.7%
when a synthetic frame, represented as a matrix of floating
point values, is input to 2D CNN. As expected, the accu-

Table 3. The top-1 accuracy on Kinetics-400 of video classification
with different combinations of tasks.

Task Lapp Lcat Lmot Top-1

app 0.014 – – 72.8
cat – 3.263 68.2
mot – – 0.007 71.6

app+ cat 0.017 3.652 – 73.7
app+mot 0.015 – 0.010 74.5
cat+mot – 3.340 0.008 72.8

app+ cat+mot 0.015 3.701 0.011 75.0

racy decreases to 59.2% when these synthetic frames are
compressed as JPEG images. By taking adversarial learning
(adv) into account, the synthetic frames are more visually
realistic. The accuracy does not drop dramatically when the
frames are compressed as JPEG images. Nevertheless, this
results in an increase of reconstruction loss and a drop of
classification accuracy on the frame without compression.
When color consistency is further considered, the accuracy
reaches 72.8% for both the original and compressed syn-
thetic frames. While a synthetic frame is not necessarily
required to be visually realistic, a frame with decent vi-
sual quality can fully leverage the pre-trained network learnt
from images (ImageNet) for video recognition. Making the
synthetic frame visually similar to the real frame can ensure
the effective transfer learning of the pre-trained network,
especially when the input images are compressed to save
storage space. In the rest of the paper, we compress the
synthetic frames as JPEG images to reduce the demand for
disk space. The time complexity of IFS and disk space con-
sumption of storing JPEG images will be discussed in the
supplementary material.

4.5. Evaluations on the Tasks

Next, we study how video classification is affected by
different tasks. Table 3 details the losses of the optimiza-
tion on different tasks and the top-1 video classification ac-
curacy. Figure 6 shows the examples of the input video se-
quences and their synthetic frames via different tasks. Note
that both regularizers are trained together with the tasks.
Among the three tasks, the reconstruction task exhibits the
highest performance and the result is much better than the
top-1 accuracy attained by the video categorization task.
This somewhat reveals the weakness of frame distillation
via categorization task, where the emphasis is on the image-
level semantics rather than the pixel-level supervision as in
the appearance reconstruction task and motion estimation
task. Further improvement in classification is noted when
combining multiple tasks for joint training. The highest re-
sult is attained when all the three tasks are involved in train-
ing. Figure 5 visualizes the frames synthesized by IFS for
various videos, along with the reconstructed I-frames, esti-
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Figure 6. Examples of the synthetic frames generated by different
tasks from the input sequences.

mated motion maps and residuals. The result verifies that
the motion dynamics and visual details can be encapsulated
simultaneously in a 2D frame by our IFS framework.

4.6. Evaluations on Informative Frame Synthesis

Next, we verify that the rich information (i.e., visual de-
tails and motion dynamics) captured in a 2D synthetic frame
is helpful for video classification. We compare against the
results when the raw data such as I-frames, motion vectors
and residuals are directly extracted from MPEG videos for
classification. Furthermore, other approaches such as opti-
cal flow, AVE, DI and SVMP are also compared as shown
in Table 4. The optical flow modality firstly computes
the value of optical flow between consecutive frames with
[46], and then converts to a 2-channel image by scaling the
value to [0, 255]. AVE is the average “frame” over all the
frames. DI and SVMP applies approximate rank pooling
[1] and SVM pooling [36], respectively, on the raw pixels of
the frames, and takes decision boundary as the informative
frame. AVE, DI and SVMP are all utilized to transform a
12-frame clip to a single frame. IFS and IFS-mot executes
our framework with all three tasks and without appearance
reconstruction task, respectively.

Table 4 lists the top-1 accuracy of video classification
on Kinetics-400. Overall, the results across one-stream and
two-stream evaluations consistently indicate that IFS leads
to a performance boost against other baselines. An interest-

Table 4. Performance comparisons on Kinetics-400 of video clas-
sification with the informative frame obtained via different ways.

Method One-stream Two-stream
+I-frame +flow

I-frame 72.7 – 74.6
motion vector 34.0 73.4 65.2
residual 69.2 74.3 73.1

optical flow 63.2 74.6 –
AVE 70.2 73.7 73.8
DI [1] 71.6 74.9 72.9
SVMP [36] 71.0 74.4 72.3

IFS 75.0 75.4 77.3
IFS-mot 72.8 74.8 74.2

ing observation is that DI and SVMP are superior to AVE,
but still inferior to I-frame. We speculate that this is due to
the lack of local structure and details of the output frame
by AVE, DI and SVMP. In contrast, by encapsulating vi-
sual details and temporal evolution in 2D frame synthesis,
IFS exhibits better performance. Further improvement can
be attained if fusing the synthetic frame with either I-frame
or optical flow. The result shows that the synthetic frame
indeed complements well with other modalities. Note that
when the appearance reconstruction task is not included in
IFS (i.e., IFS-mot), the performance is also considerably
better than the other motion-only modalities such as opti-
cal flow and motion vector.

4.7. Comparison with the State-of-the-art

We compare with several state-of-the-art architectures in
the context of video classification on Kinetics-400 dataset
and Table 5 summarizes the performance comparison.
When using 2D CNN for video classification, IFS and
IFS+IFS-mot show better performance than I-frame and I-
frame+flow, respectively, which directly exploit the intra-
coded frame or optical flow in the sequence. Our IFS also
outperforms AVD R101 [29] which synthesizes the frame
by solely capitalizing on adversarial learning. Such re-
sult basically indicates the advantage of exploring multi-
task learning plus two regularizers in IFS. Furthermore, IFS
with less GFLOPs is even superior to several 3D CNN,
e.g., I3D [2] and R(2+1)D [33], which spend about ten
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Table 5. Performance comparison with the state-of-the-art meth-
ods on Kinetics-400, in terms of accuracy and computational com-
plexity measured in GFLOPs × views. The number of views rep-
resents the number of clips sampled from the full video during
inference, i.e., the number of temporal samples × the number of
spatial crops. “N/A” indicates the numbers are not available for us.

Method GFLOPs×views top-1 top-5

STM R50 [11] 66×30 73.7 91.6
DFB R152 [19] N/A×200 74.3 91.4
AVD R101 [29] 10×N/A 69.9 92.5

I3D [2] 108×N/A 72.1 90.3
R(2+1)D [33] 152×115 72.0 90.0
S3D-G [43] 143×N/A 77.2 93.0
Non-local R101 [39] 359×30 77.7 93.3
LGD-3D [23] 195×30 79.4 94.4
DFB R152-3D [19] N/A×N/A 78.8 93.6
irCSN [32] 96.7×30 79.0 93.5
X3D-XL [5] 48.4×30 79.1 93.9
SlowFast 8×8 [6] 106×30 77.9 93.2
SlowFast 16×8 [6] 213×30 78.9 93.5
SlowFast 16×8+NL [6] 234×30 79.8 93.9

Two-stream AVD R101 [29] 21×N/A 75.1 93.4
Two-stream I3D [2] 216×N/A 75.7 92.0
Two-stream R(2+1)D [33] 304×115 73.9 90.9
Two-stream LGD-3D [23] 390×30 81.2 95.2

I-frame 10×60 72.7 89.5
I-frame+flow 21×60 74.6 91.3
IFS 10×60 75.0 91.5
IFS+IFS-mot 21×60 77.2 92.9
IFS-3D 98×30 79.0 94.0
IFS-3D+IFS-mot-3D 196×30 80.5 94.9

times GFLOPs. When taking 3D CNN as the architecture
for video recognition, IFS-3D with less computation ex-
hibits better performance than S3D-G [43] and Non-local
[39]. Despite sharing similar computational load, IFS-3D
outperforms SlowFast 8×8 [6]. The performance of IFS-
3D is below LGD-3D [23] but the computation of IFS-
3D is only half of LGD-3D. The two-stream integration of
IFS-3D+IFS-mot-3D reaches the top-1 accuracy of 80.5%,
which is also higher than that of AVD R101, I3D, and
R(2+1)D in two-stream mode.

We finally evaluate the transferability of video repre-
sentation learnt by IFS plus video classification networks
on UCF101 and HMDB51 datasets. Specifically, we first
pre-train both IFS network and 3D CNN of IFS-3D and
IFS-mot-3D on Kinetics-400 dataset, and then fine-tune on
UCF101 and HMDB51. Following [37], we freeze the pa-
rameters of all Batch Normalization layers except for the
first one and add an extra dropout layer with 0.9 dropout
rate to reduce the effect of over-fitting. Table 6 shows the
performance comparisons. With only RGB input, IFS-3D
pre-trained on Kinetics leads to better performance than
I3D and STM [11]. When fusing two IFS variants, IFS-

Table 6. Comparison with state-of-the-art on UCF101&HMDB51.

Method +Flow +Kinetics U101 H51
IDT [35] 86.4 61.7
Two-stream [27] X 88.0 59.4
TSN [37] X 94.2 69.4

I3D [2] X 95.4 74.5
S3D [43] X 96.8 75.9
LGD-3D [23] X 97.0 75.7
STM [11] X 96.2 72.2

AVD [29] X X 97.3 77.1
I3D [2] X X 97.9 80.2
R(2+1)D [33] X X 97.3 75.9
LGD-3D [23] X X 98.2 80.5

IFS-3D X 97.4 76.2
IFS-3D+IFS-mot-3D X 98.2 80.3

3D+IFS-mot-3D, without optical flow extraction, performs
better than the two-stream R(2+1)D, AVD and I3D.

4.8. Run Time and Disk Space

We analysis the run time of IFS and disk space consump-
tion for storing JPEG images on Kinetics-400 dataset. The
experiments are conducted on a regular server (Intel Xeon
2.40GHz CPU and 256 GB RAM) with four NVidia V100
GPUs. The run time of IFS to generate the synthetic frames
of the entire Kinetics-400 dataset is around 5 hours, which
is very efficient. Moreover, the disk space consumption for
storing JPEG images is reduced from 2TB to 332GB via
early fusing the frames by IFS.

5. Conclusions

This paper explores knowledge distillation from video
sequence to frame for activity recognition. Particularly, we
study the problem from a novel viewpoint of early fusing a
3D video clip to a 2D informative frame. To materialize our
idea, we have devised Informative Frame Synthesis (IFS)
architecture which integrates three objective tasks and two
regularizers. Each task and regularizer empowers a syn-
thetic frame to capture specific information ranging from
visual to motion for video classification. Extensive exper-
iments conducted on Kinetics dataset validate each design
in IFS. The results of video classification by IFS with 2D
CNN or 3D CNN on three video datasets demonstrate a
good compromise between classification and computation
cost. Furthermore, the ability in abstracting the knowledge
from video as just-one-frame is potentially a new paradigm
of video processing. IFS has demonstrated the feasibility of
using such synthesized frames for video understanding.
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