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Abstract

Explainability for machine learning models has gained
considerable attention within the research community
given the importance of deploying more reliable machine-
learning systems. In computer vision applications, gen-
erative counterfactual methods indicate how to perturb a
model’s input to change its prediction, providing details
about the model’s decision-making. Current methods tend
to generate trivial counterfactuals about a model’s deci-
sions, as they often suggest to exaggerate or remove the
presence of the attribute being classified. For the ma-
chine learning practitioner, these types of counterfactu-
als offer little value, since they provide no new informa-
tion about undesired model or data biases. In this work,
we identify the problem of trivial counterfactual genera-
tion and we propose DIVE to alleviate it. DiVE learns
a perturbation in a disentangled latent space that is con-
strained using a diversity-enforcing loss to uncover multiple
valuable explanations about the model’s prediction. Fur-
ther, we introduce a mechanism to prevent the model from
producing trivial explanations. Experiments on CelebA
and Synbols demonstrate that our model improves the suc-
cess rate of producing high-quality valuable explanations
when compared to previous state-of-the-art methods. Code
is available at https://github.com/ElementAI/
beyond-trivial-explanations.

1. Introduction

Consider an image recognition model such as a smile
classifier. In case of erroneous prediction, an explainabil-
ity system should provide information to machine learn-
ing practitioners to understand why such error happened
and how to prevent it. Counterfactual explanation meth-
ods [3, 8, 9] can help highlight the limitations of an ML
model by uncovering data and model biases. Counterfac-
tual explanations provide perturbed versions of the input
data that emphasize features that contributed the most to
the ML model’s output. For the smile classifier, if the

model is confused by people wearing sunglasses then the
system could generate alternative images of faces without
sunglasses that would be correctly recognized. In order
to discover a model’s limitations, counterfactual generation
systems could be used to generate images that would con-
fuse the classifier, such as people wearing sunglasses or
scarfs occluding the mouth. This is different from other
types of explainability methods such as feature importance
methods [3, 39, 40] and boundary approximation meth-
ods [29, 36], which highlight salient regions of the input
like the sunglasses but do not indicate how the ML model
could achieve a different prediction.

According to [30, ], counterfactual explanations
should be valid, proximal, and sparse. A valid counterfac-
tual explanation changes the prediction of the ML model,
for instance, adding sunglasses to confuse a smile classi-
fier. The explanation is sparse if it only changes a mini-
mal set of attributes, for instance, it only adds sunglasses
and it does not add a hat, a beard, or the like. An expla-
nation is proximal if it is perceptually similar to the origi-
nal image, for instance, a ninety degree rotation of an im-
age would be a sparse but not proximal. In addition to the
three former properties, generating a set of diverse expla-
nations increases the likelihood of finding a useful expla-
nation [30, 37]. A set of counterfactuals is diverse if each
one proposes to change a different set of attributes. Fol-
lowing the previous example, a diverse set of explanations
would suggest to add or remove sunglasses, beard, or scarf,
while a non-diverse set would all suggest to add or remove
different brands of sunglasses. Intuitively, each explanation
should shed light on a different action that a user can take
to change the ML model’s outcome.

Current generative counterfactual methods like
xGEM [18] generate a single explanation that is not
constrained to be similar to the input. Thus, they fail to be
proximal, sparse, and diverse. Progressive Exaggeration
(PE) [42] provides higher-quality explanations that are
more proximal than XGEM, but it still fails to provide a
diverse set of explanations. In addition, the image generator
of PE is trained on the same data as the image classifier in
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order to detect biases thereby limiting their applicability.
Both of these two methods tend to produce trivial explana-
tions, which only address the attribute that was intended to
be classified, without further exploring failure cases due to
biases in the data or spurious correlations. For instance, an
explanation that suggests to increase the ‘smile’ attribute
of a ‘smile’ classifier for an already-smiling face is trivial
and it does not explain why a misclassification occurred.
On the other hand, a non-trivial explanation that suggests
to change the facial skin color would uncover a racial bias
in the data that should be addressed by the ML practitioner.
In this work, we focus on diverse valuable explanations,
that is, valid, proximal, sparse, and non-trivial.

We propose Diverse Valuable Explanations (DiVE), an
explainability method that can interpret ML model predic-
tions by identifying sets of valuable attributes that have the
most effect on model output. In order to generate non-trivial
explanations, DiVE leverages the Fisher information matrix
of its latent space to focus its search on the less influential
factors of variation of the ML model. This mechanism en-
ables the discovery of spurious correlations learned by the
ML model. DiVE produces multiple counterfactual expla-
nations which are enforced to be valuable, and diverse, re-
sulting in more informative explanations for machine learn-
ing practitioners than competing methods in the literature.
Our method first learns a generative model of the data using
a S-TCVAE [4] to obtain a disentangled latent representa-
tion which leads to more proximal and sparse explanations.
In addition, the VAE is not required to be trained on the
same dataset as the ML model to be explained. DiVE then
learns a latent perturbation using constraints to enforce di-
versity, sparsity, and proximity.

We provide experiments to quantify the success of ex-
plainability systems at finding valuable explanations. We
find that DiVE is more successful at finding non-trivial
explanations than previous methods and baselines. In ad-
dition, we provide experiments to compare the quality of
the generated explanations with the current state-of-the-art.
First, we assess their validity on the CelebA dataset [26] and
provide quantitative and qualitative results on a bias detec-
tion benchmark [42]. Second, we show that the generated
explanations are more proximal in terms of Fréchet Incep-
tion Distance (FID) [14], which is a measure of similarity
between two datasets of images commonly used to evaluate
the quality of generated images. In addition, we evaluate the
proximity in latent space and face verification accuracy, as
reported by Singla et al. [42]. Third, we assess the sparsity
of the generated counterfactuals by computing the average
change in facial attributes.

We summarize the contributions of this work as follows:
1) We identify the importance of finding non-trivial expla-
nations and we propose a new benchmark to evaluate how
valuable the explanations are. 2) We propose DiVE, an ex-

plainability method that can interpret an ML model by iden-
tifying the attributes that have the most effect on its output.
3) We propose to leverage the Fisher information matrix of
the latent space for finding spurious features that produce
non-trivial explanations. 4) DiVE achieves state of the art
in terms of the validity, proximity, and sparsity of its ex-
planations, detecting biases on the datasets, and producing
multiple explanations for an image.

2. Related Work

Explainable artificial intelligence (XAI) is a suite of
techniques developed to make either the construction or in-
terpretation of model decisions more accessible and mean-
ingful. Broadly speaking, there are two branches of work in
XA, ad-hoc and post-hoc. Ad-hoc methods focus on mak-
ing models interpretable, by imbuing model components or
parameters with interpretations that are rooted in the data
themselves [17, 31, 35]. To date, most successful machine
learning methods, including deep learning ones, are unin-
terpretable [5, 12, 16, 24].

Post-hoc methods aim to explain the decisions of un-
interpretable models. These methods can be categorized
as non-generative and generative. Non-generative methods
use information from an ML model to identify the features
most responsible for an outcome for a given input. Ap-
proaches like [29, 32, 36] interpret ML model decisions by
fitting a locally interpretable model. Others use the gra-
dient of the ML model parameters to perform feature at-
tribution [1, 3941, 43, 47, 48], sometimes by employing
a reference distribution for the features [8, 40]. This has
the advantage of identifying alternative feature values that,
when substituted for the observed values, would result in a
different outcome. These methods are limited to small con-
tiguous regions of features with high influence on the target
model outcome. In so doing, they can struggle to provide
plausible changes of the input that are useful for a user in
order to correct a certain output or bias of the model. Gener-
ative methods such as [3, 4, 6, | 1] propose proximal modi-
fications of the input that change the model decision. How-
ever the generated perturbations are usually performed in
pixel space and bound to masking small regions of the im-
age without necessarily having a semantic meaning. Closest
to our work are generative counterfactual explanation meth-
ods which synthesize perturbed versions of observed data
that result in a change of the model prediction. These can
be further subdivided into two families. The first family of
methods conditions the generative model on attributes, by
e.g. using a conditional GAN [18, 25, 38, 45, 46]. This
dependency on attribute information can restrict the appli-
cability of these methods in scenarios where annotations are
scarce. Methods in the second family use generative models
such as VAEs [20] or unconditional GANs [10] that do not
depend on attributes during generation [7, 33, 42]. While
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these methods provide valid and proximal explanations for
amodel outcome, they fail to provide a diverse set of sparse,
non-trivial explanations. Mothilal et al. [30] addressed the
diversity problem by introducing a diversity constraint be-
tween randomly initialized counterfactuals (DICE). How-
ever, DICE shares the same problems as [3, 6] since pertur-
bations are directly performed on the observed feature space
and it is not designed to generate non-trivial explanations.

In this work we note that existing counterfactual gener-
ation methods tend to produce explanations that exaggerate
or reduce the main attribute being classified, a property we
call trivial explanation, and propose DiVE, a counterfactual
explanation method that focuses on generating non-trivial
explanations, which change the outcome of a classifier by
modifying other attributes in the images, revealing spurious
correlations or biases of the classifiers to ML practitioners.
We provide a more exhaustive review of the related work in
the Supplementary Material.

3. Proposed Method

We propose DiVE, an explainability method that can in-
terpret an ML model by identifying the latent attributes that
have the most effect on its output. Summarized in Figure 1a,
DiVE uses an encoder, a decoder, and a fixed-weight ML
model for which we have access to its gradients. In this
work, we focus on a binary image classifier in order to pro-
duce visual explanations. DiVE consists of two main steps.
First, the encoder and the decoder are trained in an unsuper-
vised manner to approximate the data distribution on which
the ML model was trained. Unlike PE [42], our encoder-
decoder model does not need to train on the same dataset
that the ML model was trained on. Second, we optimize a
set of vectors €; to perturb the latent representation z gen-
erated by the trained encoder. The details of the optimiza-
tion procedure are provided in the Supplementary Material.
We use the following 3 main losses for this optimization: a
counterfactual loss L that attempts to fool the ML model,
a proximity loss Lpox that constrains the explanations with
respect to the number of changing attributes, and a diver-
sity loss Lqi that enforces the explainer to generate diverse
explanations with only one confounding factor for each of
them. Finally, we propose several strategies to mask subsets
of dimensions in the latent space to prevent the explainer
from producing trivial explanations. Next we explain the
methodology in more detail.

3.1. Obtaining a counterfactual representation.

Given a data sample x € X, its corresponding target
y € {0, 1}, and a potentially biased ML model f(x) that ap-
proximates p(y|x), our method finds a perturbed version of
the same input X that produces a desired probabilistic out-
come § € [0,1], so that f(X) = ¢. In order to produce se-
mantically meaningful counterfactual explanations, we seek

to learn a counterfactual model of the image generator with
the corresponding latent representation z € Z C R? of the
input x. Ideally, each dimension in Z represents a different
semantic concept of the data, i.e., the different dimensions
are disentangled.

We note that performing counterfactual transformation
on images is an unsolved problems with many challenges.
Despite this, we move forward with a practical approach
and verify empirically that the result is reasonable. Our gen-
eral approach is inspired from Pawlowski et al. [34]. They
show that when the causal graph is specified, it is possible
to use a VAE to approximate counterfactual inference. In
our case, we make the assumption that the underlying causal
graph is a factorial z causing the image . However, z is un-
observed and cannot be identified in the general case [27].
Hence, we rely on S-TCVAE [4] with inductive bias to esti-
mate a disentangle representation, which was shown to ob-
tain competitive disentanglement in practice [27]. It follows
the same encoder-decoder structure as the VAE [20], i.e.,
the input data is first encoded by a neural network g4(z|x)
parameterized by ¢. Then, the input data is recovered by a
decoder neural network py(x|z), parameterized by 6.

In addition to the 3-TCVAE loss, we use the perceptual
reconstruction loss from Hou et al. [15]. This replaces the
pixel-wise reconstruction loss by a perceptual reconstruc-
tion loss, using the hidden representation of a pre-trained
neural network R. Specifically, we learn a decoder Dy gen-
erating an image, i.e., X = Dpy(z), and this image is re-
encoded in a hidden representation: h = R(X), and com-
pared to the original image in the same space using a nor-
mal distribution. Once trained, the weights of the encoder-
decoder are fixed for the rest of the steps of our algorithm.

3.2. Interpreting the ML model

In order to find weaknesses in the ML model, DiVE
searches for a collection of n latent perturbations {e€; }?_,
such that the decoded output X; = Dy(z + €;) yields a spe-
cific response from the ML model, i.e., f(X) = ¢ for any
chosen g € [0, 1]. We optimize €;’s by minimizing:

Loive(X, ¥, {€}imi) =2, Lcr(X, 7, €)
+ A . Zz Epl‘ox(xv ei)
+ - E(liv({ﬁi}?:1)7 (1)

where A, and « determine the relative importance of the
losses. Minimization is performed with gradient descent
and the complete algorithm can be found in the Supplemen-
tary Material. We now describe the different loss terms.

Counterfactual loss. The goal of this loss function is to
identify a change of latent attributes that will cause the ML
model f to change it’s prediction. For example, in face
recognition, if the classifier detects that there is a smile
present whenever the hair is brown, then this loss function
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Figure 1: Left: DiVE encodes the input image to explain into a latent representation z. Then z is perturbed by € and decoded
as counterfactual examples. During training, Lcp finds the set of € that change the ML model classifier outcome while L ;.
and Lo« enforce that the samples are diverse and proximal. These are four valid counterfactuals from the experiment in
Section 4.1. However, only the bottom row contains counterfactuals where the man is still bald as indicated by the oracle or a
human. These counterfactuals identify a weakness in the ML model. Right: Fisher Information indicates the most important
latent directions for the ML model, where importance is represented by the thickness of the blue line (hair in this example).
We keep those directions fixed since they are usually trivial and thus explanations modify other attributes (red boxes).

is likely to change the hair color attribute. This is achieved
by sampling from the decoder X = Dy(z + €), and optimiz-
ing the binary cross-entropy between the target y and the
prediction f(X):

Lor(x,9,€) = §-log(f (X)) + (1 -7)-log(1 - f(X)). (2)

Proximity loss. The goal of this loss function is to constrain
the reconstruction produced by the decoder to be similar in
appearance and attributes as the input. It consists of the
following two terms,

Lprox(x, €) = [[x = X[[1 +7 - |le]]1, 3)

where 7y is a scalar weighting the relative importance of the
two terms. The first term ensures that the explanations can
be related to the input by constraining the input and the out-
put to be similar. The second term aims to identify a sparse
perturbation to the latent space Z that confounds the ML
model. This constrains the explainer to identify the least
amount of attributes that affect the classifier’s decision in
order to produce sparse explanations.

Diversity loss. This loss prevents the multiple explanations
of the model from being identical. For instance, if gen-
der and hair color are spuriously correlated with smile, the
model should provide images either with different gender or
different hair color. To achieve this, we jointly optimize for
a collection of n perturbations {€;}? ; and minimize their
pairwise similarity:

Law({ei}iy) = Z<|E?T€?)2. @)

2 \lleill2 llesll2

The method resulting of optimizing Eq. | (DiVE) results
in diverse counterfactuals that are more valid, proximal, and
sparse. However, it may still produce trivial explanations,
such as exaggerating a smile to explain a smile classifier
without considering other valuable biases in the ML model
such as hair color. While the diversity loss encourages the
orthogonality of the explanations, there might still be sev-
eral latent variables required to represent all variations of
smile.

Beyond trivial counterfactual explanations. To find non-
trivial explanations, we propose to prevent DiVE from per-
turbing the most influential latent factors of Z on the ML
model. We estimate the influence of each of the latent fac-
tors with the average Fisher information matrix:

F = Ep(i)Equ(z‘xi)Ep(mz)vz lnp(y|z) V2 lnp(y|z)T, 5)

where p(y = 1|z) = f(Dp(z)), and p(y = 0lz) =
1— f(Dea(z)). The diagonal values of F express the relative
influence of each of the latent dimensions on the classifier
output. Since the most influential dimensions are likely to
be related to the main attribute used by the classifier, we
propose to prevent Eq. 1 from perturbing them in order to
find more surprising explanations. Thus when producing n
explanations, we sort Z by the magnitude of the diagonal,
we partition it into n contiguous chunks that will be opti-
mized for each of the explanations. We call this method
DiVEFisher-

However, DiVEf;spe,- does not guarantee that the dif-
ferent partitions of Z all the factors concerning a trivial
attribute are grouped together. Thus, we propose to parti-
tion Z into subsets of latent factors that interact with each
other when changing the predictions of the ML model. Such
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interaction can be estimated using F' as an affinity mea-
sure. We use spectral clustering [44] to obtain a partition
of Z. This partition is represented as a collection of masks
{m;}"_,, where m; € {0,1}% represents which dimen-
sions of Z are part of cluster <. Finally, these masks are
used in Equation 1 to bound each ¢; to its subspace, i.e.,

€, = €; o m;, where o represents element wise multipli-

cation. Since these masks are orthogonal, this effectively
replaces Lqiv. In Section 4, we highlight the benefits of this
clustering approach by comparing to other baselines. We

call this method DiVEFisherspectral-

4. Experimental Results

In this section, we first evaluate the described methods
on their ability to identify diverse non-trivial explanations
for image misclassifications made by the ML model (Sec-
tion 4.1) and the out-of-distribution performance of DiVE
(Section 4.1). In the following sections we validate the cor-
rectness of DiVE by evaluating its performance on 4 differ-
ent aspects: (1) the validity of the generated explanations as
well as the ability to discover biases within the ML model
and the data (Section 4.2); (2) their proximity in terms of
FID, latent space closeness, and face verification accuracy
(Section 4.3); and (3) the sparsity of the generated counter-
factuals (Section 4.4).

Experimental Setup. To align with [7, 18, 42], we per-
form experiments on the CelebA database [26]. CelebA is
a large-scale dataset containing more than 200K celebrity
facial images. Each image is annotated with 40 binary
attributes such as “Smiling”, “Male”, and “Eyeglasses”.
These attributes allow us to evaluate counterfactual expla-
nations by determining whether they could highlight spu-
rious correlations between multiple attributes such as “lip-
stick” and “smile”. In this setup, explainability methods are
trained in the training set and ML models are explained on
the validation set. The hyperparameters of the explainer are
searched by cross-validation on the training set. We com-
pare our method with xGEM [ 18] and PE [42] as representa-
tives of methods that use an unconditional generative model
and a conditional GAN respectively. We use the same train
and validation splits as PE [42]. DiVE and xGEM do not
have access to the labeled attributes during training.

We test the out-of-distribution (OOD) performance of
DiVE with the Synbols dataset [22]. Synbols is an im-
age generator with characters from the Unicode standard
and the wide range of artistic fonts provided by the open
font community. This grants us better control the features
present in each set when compared to CelebA. We generate
100K black and white of 32x32 images from 48 characters
in the latin alphabet and more than 1K fonts. We use the
character type to create disjoint sets for OOD training and
we use the fonts to introduce biases in the data. We provide

a sample of the dataset in the Supplementary Material.

We compare three version of our method and two ab-
lated version to three existing methods. DiVE, resulting
of optimizing Eq. 1. DiVEggher, which extends DiVE by
using the Fisher information matrix introduced in Eq. 5.
DiVEFisherspectral, Which extends DiVEgighe, With spectral
clustering. We introduce two additional ablations of our
method, DiVE-- and DiVERangom. DiVE—- is equivalent
to DiVE but using a pixel-based reconstruction loss instead
of the perceptual loss. DiVERyndom uses random masks in-
stead of using the Fisher information. Finally, we compare
our baselines with XGEM as described in Joshi et al. [18],
XxGEM+, which is the same as xGem but uses the same
auto-encoding architecture as DiVE, and PE as described
by Singla et al. [42]. For our methods, we provide imple-
mentation details, architecture description, and algorithm in
the Supplementary Material.

4.1. Beyond trivial explanations

Previous works on counterfactual generations tend to
produce trivial input perturbations to change the output of
the ML model. That is, they tend to increase/decrease the
presence of the attribute that is intended to be classified.
For instance, in Figure 3 all the explainers put a smile
on the input face in order to increase the probability for
“smile”. While that is correct, this explanation does not pro-
vide much insight about the potential weaknesses of the ML
model. Instead, in this work we emphasize producing non-
trivial explanations that are different from the main attribute
that the ML model has been trained to identify. These kind
of explanations provide more insight about the factors that
affect the classifier and thus provide cues on how to improve
the model or how to fix incorrect predictions.

To evaluate this, we propose a new benchmark that mea-
sures a method’s ability to generate valuable explanations.
For an explanation to be valuable, it should 1) be misclas-
sified by the ML model (valid), 2) not modify attributes in-
tended to be classified by the ML model (non-trivial), and
3) not have diverged too much from the original sample
(proximal). A misclassification provides insights into the
weaknesses of the model. However, the counterfactual is
even more insightful when it stays close to the original im-
age as it singles-out spurious correlations learned by the ML
model. Because it is costly to provide human evaluation of
an automatic benchmark, we approximate both the proxim-
ity and the real class with the VGGFace2-based oracle. We
choose the VGGFace2 model as it is less likely to share the
same biases as the ML model, since it was trained for a dif-
ferent task than the ML model with an order of magnitude
more data. We conduct a human evaluation experiment in
the Supplementary Material, and we find a significant corre-
lation between the oracle and the human predictions. For 1)
and 2) we deem that an explanation is successful if the ML
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Figure 2: Beyond trivial explanations. Rate of successful explanations (y-axis) against embedding similarity (x-axis) for all
methods. The most valuable explanations are in the top-right corner. We ran an hyperparameter sweep and denote the mean
of the performances with a dot. The curves are computed with KDE. The left plot shows the performance on CelebA and
the other two plots shows the performance for in-distribution (ID) and out-of-distribution (OOD) experiments on Synbols.
All DiVE methods outperform xGEM+ on both metrics simultaneously when conditioning on successful counterfactuals. In
both experiments, DiVEgigher and DiVEFgisherspectral improve the performance over both DiVERaugom and DiVE.

model and the oracle make different predictions about the
counterfactual. E.g., the top counterfactuals in Figure la
are not deemed successful explanations because both the
ML model and the oracle agree on its class, however the
two in the bottom row are successful because only the ora-
cle made the correct prediction. These explanations where
generated by DiVEgigherspectral.  As for 3) we measure the
proximity with the cosine distance between the sample and
the counterfactual in the feature space of the oracle.

We test all methods from Section 4 on a subset of the
CelebA validation set described in the Supplementary Ma-
terial. We report the results of the full hyperparameter
search. The vertical axis shows the success rate of the ex-
plainers, i.e., the ratio of valid explanations that are non-
trivial. This is the misclassification rate of the ML model
on the explanations. The dots denote the mean perfor-
mances and the curves are computed with Kernel Density
Estimation (KDE). On average, DiVE improves the similar-
ity metric over XGEM+ highlighting the importance of dis-
entangled representations for identity preservation. More-
over, using information from the diagonal of the Fisher In-
formation Matrix as described in Eq. 5 further improves
the explanations as shown by the higher success rate of
DiVEFgigher over DiVE and DiVEgyngom- Thus, preventing
the model from perturbing the most influential latent fac-
tors helps to uncover spurious correlations that affect the
ML model. Finally, the proposed spectral clustering of the
full Fisher Matrix attains the best performance validating
that the latent space partition can guide the gradient-based
search towards better explanations. We reach the same con-
clusions in Table 3, where we provide a comparison with

PE for the attribute “Young”. In addition, we provide re-
sults for a version of xGEM+ with more disentangled latent
factors (xGEM++). We find that disentangled representa-
tions provide the explainer with a more precise control on
the semantic concepts being perturbed, which increases the
success rate of the explainer by 16%.

Out-of-distribution generalization. In the previous exper-
iments, the generative model of DiVE was trained on the
same data distribution (i.e., CelebA faces) as the ML model.
We test the out-of-distribution performance of DiVE by
training its auto-encoder on a subset of the latin alphabet of
the Synbols dataset [22]. Then, counterfactual explanations
are produced for a different disjoint subset of the alphabet.
To evaluate the effectiveness of DiVE in finding biases on
the ML model, we introduce spurious correlations in the
data. Concretely, we assign a different set of fonts to each
of the letters in the alphabet as detailed in the Supplemen-
tary Material. In-distribution (ID) results are reported in
Figure 2b for reference, and OD results are reported in Fig-
ure 2c. We observe that DiVE is able to find valuable coun-
tefactuals even when the VAE was not trained on the same
data distribution. Moreover, results are consistent with the
CelebA experiment, with DiVE outperforming xGEM+ and
Fisher information-based methods outperforming the rest.

4.2. Validity and bias detection

We evaluate DiVE’s ability to detect biases in the data.
We follow the same procedure as PE [42] and train two bi-
nary classifiers for the attribute “Smiling”. The first one is
trained on a biased version of CelebA where males are smil-
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Figure 3: Bias detection experiment. Columns present ex-
planations for a target “Smiling” probability interval. Rows
contain explanations produced by PE [42], xGEM+ and our
DiVE. (a) of a gender-unbiased classifier, and (b) a gender-
biased “Smile” classifier. The classifier output probability
is displayed on top of the images while the oracle prediction
for gender is displayed at the bottom.

ing and females are not smiling (fpiqseq)- This reflects an
existing bias in the data gathering process where female are
usually expected to smile [7, 13]. The second one is trained
on the unbiased version of the data (fynpiaseqd)- Both clas-
sifiers are evaluated on the CelebA validation set. Also fol-
lowing Singla et al. [42], we train an oracle classifier (fyacle)
based on VGGFace2 [2] which obtains perfect accuracy on
the gender attribute. The hypothesis is that if “Smiling”
and “Gender” are confounded by the classifier, so should be
the explanations. Therefore, we could identify biases when
the generated examples not only change the target attribute
but also the confounded one. To generate counterfactuals,
DiVE produces perturbations until it changes the original
prediction of the classifier (“Smiling” to “Non-Smiling”).
As described by Singla et al. [42] only valid explanations
are considered, i.e. those that change the original prediction
of the classifier.

We follow the procedure introduced in [18, 42] and re-
port a confounding metric for bias detection in Table 1. The
columns Smiling and Non-Smiling indicate the target class
for counterfactual generation. The rows Male and Female
contain the proportion of counterfactuals that are classified
by the oracle as “Male” and “Female”. We can see that
the generated explanations for fy;aseq are classified more of-

ten as “Male” when the target attribute is “Smiling”, and
“Female” when the target attribute is “Non-Smiling”. The
confounding metric, denoted as overall, is the fraction of
generated explanations for which the gender was changed
with respect to the original image. It thus reflect the magni-
tude of the the bias as approximated by the explainers.

Singla et al. [42] consider that a model is better than an-
other if the confounding metric is the highest on fij.seq and
the lowest on fynpiased- However, they assume that fp;qseq al-
ways predicts the “Gender” based on “Smile”. Instead, we
propose to evaluate the confounding metric by comparing it
to the empirical bias of the model, denoted as ground truth
in Table 1. Details provided in the Supplementary Material.

We observe that DiVE is more successful than PE at de-
tecting biases although the generative model of DiVE was
not trained with the biased data. While xGEM+ has a higher
success rate at detecting biases in some cases, it produces
lower-quality images that are far from the input. In Figure 3,
we provide samples generated by our method with the two
classifiers and compare them to PE and xGEM+. We found
that gender changes with the “Smiling” attribute with fi;aseq
while for fynpiaseq it Stayed the same. In addition, we also
observed that for fy;.seq the correlation between “Smile” and
“Gender” is higher than for PE. It can also be observed that
xGEMH+ fails to retain the identity of the person in x when
compared to PE and our method. Qualitative results are re-
ported in Figure 3.

4.3. Counterfactual Explanation Proximity

We evaluate the proximity of the counterfactual expla-
nations using FID scores [14] on CelebA as described by
Singla et al. [42] (we observed similar results on MNIST
and CIFAR [21, 23]). The scores are based on the target
attributes “Smiling” and “Young”, and are divided into 3
categories: Present, Absent, and Overall. Present considers
explanations for which the ML model outputs a probabil-
ity greater than 0.9 for the target attribute. Absent refers to
explanations with a probability lower than 0.1. Overall con-
siders all the successful counterfactuals, which changed the
original prediction of the ML model.

We report these scores in Table 2 for all 3 categories.
DiVE produces the best quality counterfactuals, surpassing
PE by 6.3 FID points for the “Smiling” target and 19.6 FID
points for the “Young” target in the Overall category. DiVE
obtains lower FID than xGEM+ which shows that the im-
provement not only comes from the superior architecture of
our method. Further, there are two other factors that ex-
plain the improvement of DiVE’s FID. First, the 5-TCVAE
decomposition of the KL divergence improves the disentan-
glement ability of the model while suffering less reconstruc-
tion degradation than the VAE. Second, the perceptual loss
makes the image quality constructed by DiVE to be com-
parable with that of the GAN used in PE. Additional exper-
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Table 1: Bias detection experiment. Ratio of generated
counterfactuals classified as “Smiling” and ‘“Non-Smiling”
for a classifier biased on gender (fyjased) and an unbi-
ased classifier (funpiased)- Bold indicates Overall closest to
Ground truth (detailed in the Appendix).

Target label
Smiling Non-Smiling

ML model PE xGEM+ DiVE PE xGEM+ DiVE
Male 052 094 089 0.18 024 0.16
Soiased Female 048 0.06 0.11 082 077 0.84
Overall 0.12 029 022 035 033 0.36

Ground truth 0.75 0.67
Male 048 041 042 047 038 044
funbiased Female 0.52 059 058 053 0.62 057
Overall  0.07 0.13 0.10 0.08 0.15 0.07

Ground truth 0.04 0.00

Table 2: FID of DiVE compared to xGEM [ 18], Progres-
sive Exaggeration (PE) [42], xGEM trained with our back-
bone (xGEM+), and DiVE trained without the perceptual
loss (DiVE—--)

Target Attribute | XxGEM PE xGEM+ DiVE-- DiVE

\ Smiling

Present 111.0 469 672 54.9 30.6
Absent 1129 563 77.8 62.3 33.6
Overall 106.3 358 66.9 559 29.4

‘ Young

Present 1152 67.6 68.3 572 31.8
Absent 1703 744 76.1 51.1 45.7
Overall 1179 534 595 47.7 33.8

iments in the Supplementary Material show that DiVE is
more successful at preserving the identity of the faces than
PE and xGEM and thus at producing feasible explanations.
These results suggest that the combination of disentangled
latent features and the regularization of the latent features
help DiVE to produce the minimal perturbations of the in-
put that produce a successful counterfactual.

In Figure 3 we show qualitative results obtained by tar-
geting different probability ranges for the output of the ML
model as described in PE. DiVE produces more natural-
looking facial expressions than xGEM+ and PE. Additional
results for “Smiling” and “Young” are provided in the Sup-
plementary Material.

4.4. Counterfactual Explanation Sparsity

We quantitatively compare the amount of valid and
sparse counterfactuals provided by different baselines. Ta-
ble 3 shows the results for a classifier model trained on
the attribute “Young” of the CelebA dataset. The first
row shows the number of attributes that each method
change in average to generate a valid counterfactual. At-

Table 3: Average number of attributes changed per ex-
planation and percentage of non-trivial explanations. This
experiment evaluates the counterfactuals generated by dif-
ferent methods for an ML model trained on the attribute
“Young” of the CelebA dataset. xGEM++ is xGEM+ using
B-TCVAE as generator.

| PE [42] | xGEM+ [ 18] | XGEM-++ | DiVE | DiVEFigher | DiVEFisherspectral

03.74 06.92 06.70 | 04.81| 04.82 04.58
05.12 18.56 34.62 |43.51| 4299 51.07

Attr. change
Non-trivial (%)

tribute changes is measured from the output of the with the
VGGFace2-based oracle. Methods that require to change
less attributes are likely to be actionable by a user. We
observe that DiVE changes less attributes on average than
XGEM+. DiVEFisherspectral 1 the method that changes less
attributes. To better understand the effect of disentan-
gled representations, we also report results for a version of
xGEM+ with the 8-TCVAE backbone (xGEM++). We do
not observe significant effects on the sparsity of the counter-
factuals. In fact, a fine-grained decomposition of concepts
in the latent space could lead to lower the sparsity.

5. Limitations and Future Work

This work shows that a good generative model can pro-
vide interesting insights on the biases of an ML model.
However, this relies on a properly disentangled representa-
tion. In the case where the generative model is heavily en-
tangled it would fail to produce explanations with a sparse
amount of features. However, our approach can still toler-
ate a small amount of entanglement, yielding a small de-
crease in interpretability. We expect that progress in iden-
tifiability [19, 28] will increase the quality of representa-
tions. With a perfectly disentangled model, our approach
could still miss some explanations or biases. E.g., with the
spectral clustering of the Fisher, we group latent variables
and only produce a single explanation per group in order
to present explanations that are conceptually different. This
may leave behind some important explanations, but the user
can simply increase the number of clusters or the number of
explanations per clusters for a more in-depth analysis.

In addition, finding the optimal hyperparameters for the
VAE and their OOD generalization is an open problem. If
the generative model is trained on biased data, one could
expect the counterfactuals to be biased as well. However, as
shown in Figure 2c, our model still finds non-trivial expla-
nations when applied OOD.

Although the generative model plays an important role
to produce valuable counterfactuals in the image domain,
our work could be extended to other domains. For exam-
ple, Eq. | could be applied on tabular data by directly opti-
mizing observed features instead of latent factors of a VAE.
However, further work would be needed to adapt DiVE to
produce perturbations on discrete and categorical variables.
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