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Abstract

We derive computed tomography (CT) of a time-varying
volumetric scattering object, using a small number of mov-
ing cameras. We focus on passive tomography of dynamic
clouds, as clouds have a major effect on the Earth’s cli-
mate. State of the art scattering CT assumes a static object.
Existing 4D CT methods rely on a linear image formation
model and often on significant priors. In this paper, the an-
gular and temporal sampling rates needed for a proper re-
covery are discussed. Spatiotemporal CT is achieved using
gradient-based optimization, which accounts for the corre-
lation time of the dynamic object content. We demonstrate
this in physics-based simulations and on experimental real-
world data.

1. Introduction
Computed tomography (CT) aims to recover the inner

structure of three dimensional (3D) volumetric heteroge-
neous objects [15, 16]. CT has extensive use in many do-
mains. These include medicine [14, 41], sensing of at-
mospheric pollution [2], geophysics [49] and fluid dynam-
ics [27, 51, 52]. CT requires multi-view imaging [3, 22].
In nearly all CT approaches, the object is considered static
during the multi-view acquisition. However, often the ob-
ject changes while views are acquired sequentially [8, 53].
Thus, effort has been invested to generalize 3D CT to four-
dimensional (4D) spatiotemporal CT, particularly in the
computer vision and graphics communities [42, 52, 53].
This effort has focused on linear-CT modalities. Linear
CT is computationally easier to handle, thus common for
decades, mainly in medical imaging [19]. Medical CT of-
ten exploits the periodic temporal nature of organ dynamics,
to synchronize sequential acquisitions [41].

This paper deals with a more complicated model: scat-
tering CT. It is important to treat this case for scientific, so-
cietal and practical reasons. The climate is strongly affected

Figure 1. Multiple moving sensors image a time-varying object
(cloud) from multiple-views. Tomography seeks the inner content.

by interaction with clouds [13]. To reduce major errors in
climate predictions, this interaction requires a much finer
understanding of cloud physics. Current models are based
on remote sensing data that is analyzed under the assump-
tion that the atmosphere and clouds are made of very broad
and uniform layers. This leads to errors in climate under-
standing. To overcome this problem, 3D scattering CT has
been suggested as a way to study clouds [29, 30, 46].

Scattering CT of clouds requires high resolution multi-
view images from space. There are spaceborne and high-
altitude systems that may provide such data, such as AirM-
SPI [6], MAIA [4], HARP [38], AirHARP [35] and the
planned CloudCT formation [43]. These systems are so ex-
pensive, that it is unrealistic to deploy them in large num-
bers to simultaneously image the same clouds from many
angles. Therefore, in practice, platforms move above the
clouds: a sequence of images is taken, in order to span
and sample a wide angular breadth (Fig. 1), but the cloud
evolves meanwhile. Hence there are important reasons to
derive 4D scattering CT of clouds.

We pose conditions for performing this task. These relate
to temporal sampling and angular breadth, in relation to the
correlation time of the evolving object. Then, we general-
ize prior 3D scattering CT, to spatiotemporal recovery using
data taken by moving cameras. We present an optimization-
based method to reach this. The method is demonstrated
both in rigorous simulations and on real data.
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We stress that traditional CT methods cannot apply to
cloud recovery. To see this, let Lsun be the solar irradiance.
Let aground ≈ 0.05 be the ground albedo. The range of
the optical depth Tcloud of warm clouds is typically 10-100.
The albedo of warm clouds is acloud ≈ 0.5. The radiance
directly transmitted from the ground through a cloud to a
sensor above is

D ∼ Lsunagroundexp(−Tcloud) . (9)

Sunlight reflected above by a cloud has radiance

S ∼ Lsunacloud . (10)

From these orders of magnitude, D � S. The measured
signal is dominated by S. Suppose a naive approach fol-
lowing traditional CT, associating a measured signal with
direct transmission i.e., S ≈ D. Then from Eqs. (9,10),
CT estimates T̂cloud ≈ log(aground/acloud). From these or-
ders of magnitude, T̂cloud < 0, which is not-physical. Thus,
traditional CT is irrelevant for cloud tomography in visible
light.

2.4. Temporal Sampling of a Random Object

A temporal sample indexed l corresponds to continuous
time t′l. The time interval between consecutive samples is
T = |t′l+1− t′l|. Consider a continuously varying object βt.
A temporal sample is denoted βsample

t′ . The Nyquist sam-
pling theorem [40] relates to objects whose time-spectrum
is limited to temporal frequencies ω satisfying |ω| < B,
where B is a cutoff frequency. Then, time domain samples
satisfying T ≤ (2B)−1 can yield reconstruction of βt using
a linear superposition:

βt(x) ∼
∑
t′

wt(t
′|T )βsample

t′ (x) . (11)

There, the superposition uses wt(t′|T ) = sinc[(t− t′)/T ].
There is a generalization, however, to cases where the

object βt is random and not strictly band-limited. The tem-
poral auto-correlation of βt is

α(τ |σ) = 〈βt(x),βt−τ (x)〉t,x . (12)

The function α(τ |σ) generally decays with |τ |, where σ
is the effective decay time of α, termed correlation time.
Two limiting cases are illustrative. For σ −→ ∞, we have
α(τ |σ) −→ constant. This means that the object β is ef-
fectively static. In contrast, for σ −→ 0, we have α(τ |σ) −→
δ(t − t′), i.e., a Dirac delta function. This means that the
object β varies so fast, that at any time t its state is uncor-
related to the state at other times.

Once again, βt can be linearly reconstructed from tem-
poral samples using Eq. (11), but wt(t′|T ) can be general.
Any sampling rate and reconstruction kernel can be used,
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Figure 2. Illustration of Eq. (13) for Gaussian or triangular spectra.

but then there is a reconstruction error. The reconstruction
mean squared error (MSE) has a bound [36]. Let Λ(ω) be
the time-spectrum of the random object, i.e., the Fourier
transform of α(τ |σ). The MSE bound [36] is then

MSE(T ) =
T

2π

∫ π

−π

Λ(ω)−

∑
q∈Z

Λ2[ω − (2π/T )q]∑
q∈Z

Λ[ω − (2π/T )q]

 dω .
(13)

For illustration, Fig. 2 plots MSE(T ) for objects that have
Gaussian or triangular spectra. When T < σ, the error is
negligible, but error accumulates significantly as the sam-
pling interval T increases beyond σ. Hence, to keep recon-
struction error small, an efficient temporal sampling interval
should satisfy T ≈ σ.

3. Clouds: Correlation Time and Sampling
Warm convective clouds are governed by air turbulence

of decameter scale. In these scales [13], the correlation time
of content in a voxel is about 20 to 50 seconds. This indi-
cates that 4D spatiotemporal clouds can be recovered well
using 4D spatiotemporal samples, if the temporal samples
are about 25 seconds apart. The lifetime of a warm convec-
tive cloud is typically measured in minutes.

Consider a cloud simulation, described in detail in
Sec. 6. The cloud evolves for about 10 minutes. For each
cloud voxel, we calculated the temporal auto-correlation of
Lt. Similarly, temporal auto-correlations were derived for
horizontally-averaged ret and vet . The auto-correlation func-
tions of Lt and ret are plotted in Fig. 3a (Eq. 12). The auto-
correlation function of ret behaves similarly to that of vet .
Clearly, the correlation times of ret and of vet are very long,
comparable to the lifetime of a cloud, and longer than the
typical time it takes to acquire multi-view data of clouds.
Hence, when recovering microphysical parameters re and
ve, we neglect temporal variations.

On the other hand, Lt has a short correlation time:
σ ∼ 25 sec. Hence, 4D recovery is necessary for Lt, if data
is sparsely sampled in time. Following the conclusion of
Sec. 2.4, it is advisable to sample warm convective clouds
at temporal sampling interval of T ≈ σ ≈ 25 sec.

From Sec. 2.4, at an arbitrary t, reconstruction of Lt
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Figure 7. Cloud (i). The errors εt are marked by colored circles,
whose saturation decays the farther the sampling time is from (t1+
tNstate)/2. The measure ε is marked by solid or dashed lines, with
corresponding colors. The setting σ =∞ refers to the solution by
the state of the art, i.e. 3D static scattering tomography.
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Figure 8. Setup C. The error ε of Cloud (i), for different acqui-
sition inter-angular temporal intervals, T . The setting σ = ∞
refers to the solution by the state of the art, i.e. 3D static scattering
tomography.

simulated data). The LWC optimization was initialized by
{Lt}τ∈T = 0.01 g/m3. Convergence was reached in several
dozen iterations. Depending on the number of input images,
it took between minutes to a couple of hours to converge.

For result assessment, we generalize Eq. (14) to the
whole sample set t ∈ T by

ε =
1

N state

∑
t∈T

εt , where, εt =
‖Lt

true − L̂t‖1
‖Lt

true‖1
. (19)

From Sec. 2.4, we assess that a value σ ∼ 20 sec is natural.
Indeed, this is supported numerically in the plots of εt, ε for
Cloud (i) (Fig 7). A naive solution may only use measure-
ments captured at each sampled time t, to solve Lt, inde-
pendently of other times. This solution is reached by σ = 0
and presented in Figs. 7 and 8. The 3D tomographic results
of Cloud (i) at t = (t1 + tNstate)/2 using Setup A are
shown in Fig. 5. Recovery used σ = 20 sec. In the Supple-
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Figure 9. Cloud (i), joint recovery of re,L. (a) The errors εt of the
LWC are marked by colored circles, whose saturation decays the
farther the sampling time is from (t1 + tNstate)/2. The measure
ε is marked by solid or dashed lines, with corresponding colors.
The setting σ =∞ refers to solution by the state of the art, i.e. 3D
static scattering tomography. (b) The estimated re is presented in
blue dashed line. The true horizontally-averaged ret are presented
in solid lines, for different time samples.

mentary material we present analogous plots for Cloud (ii)
and additional results using Setup B.

Setup C uses a single platform, which is challenging.
Results depend significantly on how fast the aircraft flies,
i.e., how long it takes to capture the cloud from a variety
of angles (up to 21 angles). Fig. 8 compares the results
for inter-angle time interval of 5 sec, 10 sec and 20 sec. As
expected, quality (ε) improves with velocity. Moreover, if
the camera moves slowly (long time interval between an-
gular samples), results improve by using a longer temporal
support, observing the cloud from a wider angular range,
despite its dynamics.

6.3. Microphysics Estimation

In this section, we recover both LWC and re as described
in Sec. 5.2. We use Setups A,B and Baseline, as
described in Sec. 6.1, with an additional spectral band at
λ = 865 nm. Fig. 9 shows the results for Cloud (i).
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