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Abstract

Image generation has rapidly evolved in recent years. Modern architectures for adversarial training allow to generate even high resolution images with remarkable quality. At the same time, more and more effort is dedicated towards controlling the content of generated images. In this paper, we take one further step in this direction and propose a conditional generative adversarial network (GAN) that generates images with a defined number of objects from given classes. This entails two fundamental abilities (1) being able to generate high-quality images given a complex constraint and (2) being able to count object instances per class in a given image. Our proposed model modularly extends the successful StyleGAN2 architecture with a count-based conditioning as well as with a regression sub-network to count the number of generated objects per class during training. In experiments on three different datasets, we show that the proposed model learns to generate images according to the given multiple-class count condition even in the presence of complex backgrounds. In particular, we propose a new dataset, CityCount, which is derived from the Cityscapes street scenes dataset, to evaluate our approach in a challenging and practically relevant scenario. An implementation is available at https://github.com/boschresearch/MCCGAN.

1. Introduction

Developmental studies show that the human brain is endowed with a natural mechanism for understanding numerical quantities [10, 48]. Even young children have an abstract understanding of numeracy and can generalize the concept of counting from one category to another (e.g., from objects to sounds) [48]. While counting object instances is relatively easy for humans, it is challenging for deep learning and computer vision algorithms, especially when objects from multiple classes, e.g., persons and cars, are considered. In this paper, we take a step towards such elementary visual reasoning by addressing the generation of images conditioned on the number of object instances per object class. We are particularly interested in the complex case where objects from multiple classes are present in the same image (compare Figure 1). This is a fundamental vision task, which can even be solved by small children [10], but remains an unsolved problem in computer vision. Apart from that, many practical applications can benefit from the capability to generate images respecting numerical constraints. Especially, it aids the generation of additional diverse training data for visual question answering and counting approaches. Further, the generation of technical designs based on the number of different components is of particular interest in the field of topology design, where data-based approaches have recently been explored successfully in applications ranging from molecular design [2] for chemical applications to product design [38] for aesthetics or engineering performance.

In this paper, we propose to solve multiple-class count (MC²) conditioned image generation (i.e., the generation of images conditioned on the number of objects of different classes, that are visible in the image) as a modular extension to the state-of-the-art network for adversarial image generation, StyleGAN2 [29]. We further argue that object
counting should be considered as a multi-class regression problem. While this approach is simple, it allows the similarity between neighboring numbers to be naturally encoded in the network and to transfer the ability to count from one class to another. This will ideally make our network learn to generalize the concept of counting from one object class to another, meaning that it can for example see images of "two cars and one person" at training time and deduce the appearance of "two persons" at inference time. To the best of our knowledge this is the first attempt to evaluate the potential of GANs to generate images based on the multiple object class count.

We validate the proposed approach in two lines of experiments. First, we evaluate the generative performance of our model on synthetic data generated according to the CLEVR [24] dataset as well as on real data from the SVHN [36] dataset. We further propose a new, challenging real-world dataset, CityCount, which is derived from the well-known street scenes dataset Cityscapes [9]. The CityCount dataset comprises of various crops from Cityscapes images which contain specific numbers of objects from the important classes, car and person. The dataset includes various challenging scenarios such as diverse and complex backgrounds, object occlusions, varying object scales and scene geometry. Samples from the CityCount dataset and generated samples from our model are shown in Figure 1.

In the second line of experiments, we show that the images generated by MC²-StyleGAN2 can be used to enhance the size and quality of training data for count prediction networks, trained on images from CLEVR and CityCount.

2. Related work

Generative adversarial networks (GANs) - GANs [17] have rapidly evolved to being the most promising trend for the generation of diverse photo-realistic images. Deep convolutional GAN (DCGAN) [39] demonstrated the potential of convolutional neural networks in this context for the first time. A considerable amount of research was devoted to improve the training stability of GANs [18, 26, 33] and to develop more evolved architectures [5, 28, 40]. Conditioning GANs (CGAN) on explicit information was first introduced by Mirza et al. [32]. Since then, various approaches have been proposed to improve the controllability of GANs. Many of these require extensive additional information such as class labels and/or natural language descriptions, e.g. image captions for text-to-image or text-to-video generation [4, 20, 32, 41]. Other variants of conditioning GANs include an information-theoretic extension to GANs (InfoGAN) [7], auxiliary classifier GAN (ACGAN) [37], twin auxiliary classifier GAN (TACGAN) [16] and projection based conditioning methods [35]. ACGAN extends the loss function of GAN with an auxiliary classifier to generate images. TACGAN further improves the divergence between real and generated data distribution of ACGAN by an additional network that interacts with both generator and discriminator. In projection based methods [34], the condition is projected to the output of the discriminator by considering the inner product of the conditional variable and the feature vector of images. ContraGANs [25] introduces a conditional contrastive loss to learn the relation between input images. SpatialGAN [20] propose a method for multiple conditioning with bounding box annotations and class labels of objects, and image captions to control the image layout in terms of object identity, size, position and number. In their method, object bounding boxes are provided at test time so the idea of count does not need to be learned. In [11] the authors propose a variational U-Net architecture to condition the image generation on shape or appearance. Various approaches have also been suggested to control the image generation process of GANs in applications such as image-to-image-translation [23, 51] or attribute transfer [19, 31]. Our work is related to ACGAN, with focus on the problem of multiple-class counting using regression.

Based on the high-resolution architecture introduced in [26], StyleGAN [28] employs adaptive instance normalization [22] based feature map re-weighting to facilitate the manipulation of images over multiple latent spaces, encoding different style properties. StyleGAN2 [29] improves over StyleGAN and avoids some characteristic generation artifacts. Recently, a new technique was proposed [27] to achieve state of the art results with StyleGAN2 even when the training data is limited. While these approaches allow implicit conditioning of image contents for example on given styles, they do not enable to steer explicit properties of a generated image such as the number of generated object instances per object class. Our proposed model introduces an extension to StyleGAN2, that facilitates such an explicit conditioning.

Counting approaches - One way to count objects in an image is to first localize and classify them using an object detection network and then count all found instances. While this approach is effective, it also requires additional class labeled bounding box or object prototype information. Adapting these approaches for conditional image generation will require additional information such as pre-defined locations of the objects of interest during training. Other methods rely on recurrent neural network architectures and attention mechanisms [42, 43, 49]. Thus, they can not easily be applied in our problem setting. Density estimation based counting methods [12] show that learning to count can be achieved without prior detection and are more reliable in severe occlusion scenarios. Multiple approaches have been proposed to counting object instances in images, for example in the context of visual question answering [3, 30, 47]. In [1], Agarwal et al. suggest to
3. Multiple class count conditioned image generation

In this section, we introduce the proposed extension to StyleGAN2 for multiple-class count based image generation, MC²-StyleGAN2.

3.1. MC²-StyleGAN2

We borrow the architectural specifications of the generator and discriminator from StyleGAN2 and extend the model for our application. The input to the generator is a multiple-class count vector, where each index of the vector corresponds to a different object class and the value at each index represents the number of objects from the corresponding object class. The generative part of our model includes a mapping network to map the combination of latent vector and the count constraint to an intermediate latent vector $w$ and a generator/synthesis network to generate images as shown in Figure 2. To the first layer of the mapping network, we provide a combination of randomly sampled noise and our multiple-class count vector, that specifies which objects and how many of each of them are required in the output image. The count vector is also concatenated to every layer in the mapping network as shown in Figure 2. In the generator network, we introduce dense like skip connections where the output from each block is connected to its succeeding blocks. As shown in Figure 2, the real/generated images are passed through two pathways, (1) an adversarial pathway to classify the input images as real/fake and (2) a count regression pathway, to predict the object class and their multiplicity in the input image. The weight sharing between the two sub-networks regularizes the discriminator and reduces the memory consumption during training.

3.2. Adversarial training with count loss

The generator $G$, uses both the latent noise distribution $z \sim \mathcal{N}(0,1)$ and a multiple-class count vector $c = [c_1, c_2, \ldots, c_n]$ that represents $n$ different object classes and their respective multiplicity $c_i$, $i = 1, \ldots, n$, to generate fake images $x_{fake} = G(z, c)$. The discriminator $D$ aims to distinguish between these fake images and real images $x_{real}$. We denote the data distribution as $x \sim p_{data}(x)$. The additional count sub-network $C$ is trained to predict the per-class object count, $y_{fake}$ for fake images and $y_{real}$ for real images. The adversarial objective of the network is expressed as

$$L_{GAN}(G, D) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_{z}(z)}[\log (1 - D(G(z|c)))].$$ (1)

The multiple-class count loss $L_{MC^2}$ is defined as the euclidean distance between the predicted count $y_{real} = C(x_{real})$ and true count $c$ of the real images, and the distance between the predicted count $y_{fake} = C(x_{fake})$ and the value of the count constraint for the generated images.

$$L_{MC^2}(C) = ||C(x) - c||_2.$$ (2)

The count loss thus enforces the generator to generate images with the desired number of object instances.

Hence, the total loss of the network is a combination of adversarial loss to match the distribution of real images with fake images and a count loss to enforce the network to generate images based on the specified input count. The overall objective function of our method is,

$$L_{MC^2-StyleGAN2}(G, D) = L_{GAN}(G, D) + \lambda L_{MC^2}(C),$$ (3)
where $\lambda$ steers the importance of the count objective.

### Implementation Details

The models are trained with images of size $64 \times 64$ for SVHN, $128 \times 128$ for CLEVR images and $256 \times 256$ for CityCount images. All hyperparameters used are provided in the Appendix.

### 4. Experimental analysis

In the following, we evaluate our model in three different settings. We quantitatively evaluate (1) the ability of the model to predict the multiple-class count in terms of Average count accuracy (Acc) and (2) the quality of the images generated based on the learned count in terms of the Fréchet Inception Distance (FID). The quantitative results of our method (MC$_2$-StyleGAN2) compared to the state of the art conditional GANs such as SNGAN [34], ContraGAN [25] and Conditional StyleGAN2 [29] are given in Table 1.

#### 4.1. CLEVR

The objective of the experiment is to analyze the ability of the model to generate complex 3D objects and layouts. The well-known CLEVR dataset comprises images of different 3D shapes, cylinders, cubes and spheres of varying colours. For our experiments, we generate a total of 2000 images for each count combination based on the implementation of CLEVR dataset [24]. We consider two variants of CLEVR images, (1) CLEVR-2 with two shapes, cylinder and sphere, and at most six instances of each shape per image and (2) CLEVR-3 with three shapes, cylinder, sphere and cube, and at most three instances of each shape per image. For our first line of experiments, we consider a simple setting, where we restrict shapes of the same class to be of the same color (red cylinders, green spheres and blue cubes). The generated images shown in Figure 3a show that the proposed model learns to generate images based on the learned object count. For further evaluation, we extend the experimental setting and consider CLEVR shapes with varying colors. As shown in Figure 3b and 3c, the model captures the correlation of the count information even in a more complex setting, where the shape colors do not provide additional information. It can also be observed that the model learned to place objects spatially in reasonable locations although no object bounding box annotations are provided.

Additionally, for count prediction analysis, we consider the performance of the count sub-network in the model. We observed an average count accuracy of 96% for CLEVR-2 and 92% for CLEVR-3 (a more detailed analysis of the count prediction on CLEVR-2 and CLEVR-3 is provided in the Appendix). For CLEVR-3, the observed count prediction accuracy is comparatively lower than for CLEVR-2, potentially for two reasons. (1) the image distribution is highly complex due to the high number of objects in the image (maximum of nine objects per image) and (2) objects in the images are often overlapping significantly.

#### Interpolation and Extrapolation

We further examine the ability of the model to interpolate between count combinations and to extrapolate to unseen count combinations from one object class to another. For interpolation experiments, we train our model on a subset of CLEVR-2 images, that does not contain images with four spheres and a subset of CLEVR-3 without images of two cylinders, while at test time we evaluate the regression network on exactly such images. The observed count accuracy values for unseen count during testing are 0.94 and 0.91 for CLEVR-2 and CLEVR-3 respectively. This shows the potential of the model to transfer the learned count four from cylinders to spheres on CLEVR-2 and the learned count two from spheres and cubes to the cylinder class for CLEVR-3 images. For extrapolation experiments, we train the network with CLEVR-2 images (up to 3 spheres) and plot the success rate in terms of count accuracy and FID to generate 4, 5 and 6 spheres at test time in Figure 4. Here the baseline model is trained with images of spheres and cylinders till count 6. The observed extrapolation performance is comparable to the baseline method. This further confirms that the network is not merely memorizing the count number.

#### 4.2. SVHN

In this section, we consider real world images from noisy training data on the street view house numbers (SVHN) dataset [36]. The dataset includes house numbers cropped from street view images. For our experiments, we considered the original images resized to $64 \times 64$ pixels and a total of 1500 samples per count combination. We restrict ourselves to SVHN images with at most two instances of each digit class (SVHN-2), because images with three or more digits are too scarce for training. The count label is a vector of 10 entries prescribing the multiplicity of each digit in the image. The generated images are shown in Figure 3d. We observed an average count prediction accuracy of 93%, with an individual accuracy of 91% for count one and 90% for count two respectively (a more detailed analysis of

<table>
<thead>
<tr>
<th>Method</th>
<th>CLEVR-3</th>
<th>SVHN-2</th>
<th>CityCount</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc(↑)</td>
<td>FID(↓)</td>
<td>Acc(↑)</td>
</tr>
<tr>
<td>SNGAN</td>
<td>0.61</td>
<td>43.68</td>
<td>0.72</td>
</tr>
<tr>
<td>ContraGAN</td>
<td>0.68</td>
<td>27.44</td>
<td>0.78</td>
</tr>
<tr>
<td>CStyleGAN2</td>
<td>0.65</td>
<td>31.95</td>
<td>0.80</td>
</tr>
<tr>
<td>Ours</td>
<td>0.92</td>
<td>8.94</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 1: Quantitative analysis across datasets. *For CityCount we used StyleGAN2 with adaptive discriminator augmentation. [27]
Figure 3: Generated MC²-StyleGAN2 images for different count combination across datasets.
Figure 4: CLEVR-2 extrapolation on spheres based on FID and average count accuracy (Acc). The dotted line indicates the extrapolation performance.

We frequently noticed incorrect labels in the original dataset. We evaluate the predictive performance of the count sub-network for the car and person classes in Figure 5a and 5b respectively. Here, we compare the predicted count values on the generated samples with the true count provided to the generator network during test time. Since in many samples of the training set persons are only partially visible and often out of focus or of low resolution, we observed a comparatively poor count performance for the person class. For higher counts, 4 or 5, the relatively low performance is presumably due to the lower number of training samples and severe occlusions for the corresponding count.

4.3. CityCount

Dataset To evaluate our method on complex real world scenarios, we introduce a count based dataset derived from Cityscapes images, CityCount. The images in CityCount are collected by cropping 256 × 256 size patches with defined number of cars and persons from Cityscapes. The dataset contains images with at most five instances from each of these classes and roughly 1000 images per object class count combination. To equip our dataset with additional count information, we determine the number of objects per class in each image from the 2D bounding box information of cars and persons from the Cityscapes-3D [14] and the CityPerson dataset [50]. To allow for more diverse appearances of persons in the training set, classes including pedestrian, sitting person and rider in the Cityscapes images are considered as positive samples when counting the number of persons in the images. This further increases the complexity of the CityCount dataset in terms of spatial arrangement, since the network has to infer a reasonable placement of persons, like pedestrians on the sidewalk and riders on the road. Since such additional spatial constraints are not explicitly specified, this makes our dataset more interesting and challenging for evaluating the proposed approach. Most importantly, the bounding boxes, that were used to generate the training data, were not provided to the model during training.

Evaluation To account for the limited amount of training images, we used the adaptive discriminator augmentation technique [27] for training our model. Samples of real and generated images with their respective count vector are shown in Figure 3e. Each count vector of size two represents the number of cars and persons. For the ease of visualization, boxes are drawn around objects of interest. The model generates images with diverse background and well defined person and car class placed spatially at reasonable locations. As shown in the generated sample of 1 car and 2 persons combination in Figure 3e, the person placed in the road can be seen along with a bike while the second person is standing on the sidewalk. The model learns to distinguish between the pedestrian and the rider class even without an explicit definition of them in the training set. We perform an ablation study on synthetic dataset CLEVR and the real dataset CityCount to verify the importance of the additional count loss, generator design, weight sharing in the discriminator and the conditioning methods.

Count loss We train our model without the count regression network and condition the generator and discriminator with the count label. The rest of our architecture is unchanged. The observed values (w/o count loss in Table 2) show that removing the count loss substantially degrades the performance both in terms of count prediction and image quality.

Generator architecture We consider two different generator configurations introduced in StyleGAN2. One that uses output skip connections and a second one that uses residual connections. As shown in Table 2 (residual and output skip generator), our proposed dense like connections achieves overall good performance in terms of both count prediction and image quality.

Figure 5: Count performance on CityCount generated images. The figure shows the predicted count values for car and person class of the generated samples from our model.

6767
Weight sharing in the Discriminator We compute the evaluation metrics for our model without weight sharing between the count sub-network and the discriminator. The observed values in Table 3 (w/o discriminator weight sharing) show that the model failed to generate the object count correctly. This confirms the positive impact of weight sharing to regularize the count information and inform the discriminator.

Count conditioning in Generator Lastly, we consider the setting where the count vector is not concatenated to every layer in the mapping network in the generator. The results in Table 3 (w/o label mapping) show that the predictive performance is degraded in this setting. This confirms the benefit of using a count vector based mapping network to propagate the multiple-class count effectively during training.

5. Comparison with other methods

We compare the quantitative performance of other conditional GAN variants, CGAN [32], InfoGAN [7], AC-GAN [37] and TACGAN [16], for multiple-class counting on CLEVR and SVHN images. In order to have a fair comparison of our method with these conditional GAN variants, we use a less evolved network architecture in our proposed model. We call this simplified version of our approach, MC²-SimpleGAN. The MC²-SimpleGAN generator gets as input a combination of randomly sampled noise and a multiple-class count vector. The generator architecture is inspired by Densnet architecture [21] and includes two dense blocks (where the output from each layer is connected in a feed forward fashion to its succeeding layers) followed by two fully connected layers. The discriminator includes a convolutional based adversarial network and a count regression network with weight sharing. For more architectural details please refer to the Appendix.

The initial results (row 1 to 3 in Table 3) indicate that the considered conditional GAN models did not perform well both in terms of image quality and FID. We even observed mode collapse for CGAN. Hence, we replaced the generator architecture of these models with the MC²-SimpleGAN to improve the performance (rows 4 to 6 in Table 3). Although we could greatly improve the initial performance of these models (which shows the positive impact of the proposed Densnet based generator), MC²-SimpleGAN clearly outperforms other methods in the envisioned setting. Further the quality of the generated images is improved with the proposed MC²-StyleGAN2.

6. Training count prediction network using synthetic images

We further demonstrate the usability of the images generated by MC²-StyleGAN2 for training a count prediction network. In particular, we use a multiple-class extension of regression-based architecture similar to the discriminator of MC²-SimpleGAN. The network aims to predict the number of objects per object class for the corresponding input images. We design two experiments in this setting using CLEVR and CityCount images. Since the quality of person instances in CityCount images is comparatively low, we also consider a subset of CityCount called CityCar, comprising solely of car class. The average count accuracy of the model is considered as the evaluation metric.

In the first experiment, we evaluate whether the generated images can improve the count performance when combined along with real images during training. For baseline comparison, the count prediction network is initially trained with real images alone (first row in Table 4). The network is then trained with a combination of real and augmented real images (second row in Table 4). The observed count accuracy is then compared with the performance of the network when trained with real and the generated images (third row in Table 4). For fair comparison we consider equal number of augmented and synthetic images. As shown in Table 4 for CLEVR and CityCar images the combination of real and synthetic images (Real+Syn) improved the baseline setting (Real only) and the combination of real and augmented images (Real+Aug). For CityCount, similar count performance is observed for both Real+Aug and Real+Syn.
In the second experiment, we investigate the potential of the generated images to replace the real images during training, without compromising the count accuracy performance. We consider the setting where the network is trained with a combination of real and synthetic images at various proportions. Initially, the network is trained with only real images and then with only synthetic images. We gradually replace the real images with synthetic images at various proportions and evaluate the count performance for each setting as shown in Table 5. For the baseline comparison of each setting, we consider the count accuracy of the network when trained with the corresponding ratio of the real images only (x% Real only in Table 5). As seen in Table 5, 50% of real images could be replaced by the generated images without compromising the overall count performance for both CLEVR and CityCar images. The synthetic images could also improve the overall count performance of the network while replacing 25% of real images for both CLEVR and CityCar images. For CityCount images, 25% of real images could be replaced by the generated images without compromising the overall count performance.

7. Conclusion

In this paper, we investigate the potential of GANs to guide the image generation process based on the number of objects of different classes in the images. While the task of counting is in general very challenging for deep learning approaches, our proposed method can generate images based on the multiple-class count vector in synthetic and real world datasets. Our experiments indicate that the numerosity of objects in the images provides strong information regarding their distinguishability during feature learning and hence allows control of the image generation process. Our evaluation further shows that the model is able to interpolate and extrapolate to unseen counts for specific classes. Even without providing additional information such as the locations of objects in the image, the network infers a reasonable spatial layout and realization of the objects from the training data distribution solely using the count information.

Table 3: Comparison with other methods across datasets based on the Average count accuracy (Acc) and Fréchet Inception Distance (FID). Underlined values denotes the proposed method performance on simple (MC²-SimpleGAN) and bold values with complex architecture (MC²-StyleGAN2).

Table 4: Average count accuracy across datasets for different training data setting.

Table 5: Average count accuracy across datasets when count prediction network trained with real and generated images (Syn) at various proportions.
References


[36] Yuval Netzer, Tao Wang, Adam Coates, Alessandro Bissacco, Bo Wu, and Andrew Ng. Reading digits in natural images with unsupervised feature learning. NIPS. 2011. 2, 4


[41] Scott Reed, Zeynep Akata, Xinchen Yan, Lajanugen Logeswaran, Bernt Schiele, and Honglak Lee. Generative adversarial text to image synthesis. In International Conference on Machine Learning (ICML), 2016. 2


[45] Oliver Sidla, Yuriy Lypetsky, Norbert Brandle, and Stefan Seer. Pedestrian detection and tracking for counting applications in crowded situations. pages 70 – 70, 12 2006. 2


