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Abstract

We introduce MGNet, a multi-task framework for monoc-
ular geometric scene understanding. We define monocular
geometric scene understanding as the combination of two
known tasks: Panoptic segmentation and self-supervised
monocular depth estimation. Panoptic segmentation cap-
tures the full scene not only semantically, but also on an
instance basis. Self-supervised monocular depth estimation
uses geometric constraints derived from the camera mea-
surement model in order to measure depth from monocular
video sequences only. To the best of our knowledge, we
are the first to propose the combination of these two tasks
in one single model. Our model is designed with focus on
low latency to provide fast inference in real-time on a sin-
gle consumer-grade GPU. During deployment, our model
produces dense 3D point clouds with instance aware se-
mantic labels from single high-resolution camera images.
We evaluate our model on two popular autonomous driv-
ing benchmarks, i.e., Cityscapes and KITTI, and show com-
petitive performance among other real-time capable meth-
ods. Source code is available at https://github.
com/markusschoen/MGNet.

1. Introduction
Scene understanding is an essential component for au-

tonomous driving perception systems, since it provides
necessary information for higher-level functions such as
multi-object-tracking or behavior planning. Recent ad-
vances in semantic segmentation [5, 42, 61, 67, 81, 85] and
instance segmentation [22, 25, 39, 69, 70] based on deep
neural networks show outstanding results, while fast mod-
els [9,13,26,51,78] focus on optimizing the speed-accuracy
trade-off for usage in latency-critical applications, e.g., au-
tonomous driving. New tasks emerge regularly, bringing
perception systems a step forward towards full scene under-
standing, but also increasing task complexity.

One of these tasks is panoptic segmentation [32], a com-
bination of semantic and instance segmentation. Semantic
segmentation focuses on stuff classes, i.e., amorph regions

(a) Input image (b) Panoptic segmentation

(c) Monocular depth estimation (d) 3D point cloud

Figure 1: Example prediction of our model, (a) the input
image which is fed to the network, (b) the panoptic pre-
diction on top of the input image, (c) the monocular depth
estimation and (d) the final 3D point cloud generated by the
network in real-time.

like sky or road, while instance segmentation focuses on
thing classes, i.e., countable objects like cars, bicycles or
pedestrians. Panoptic segmentation handles both stuff and
thing classes, providing not only unique class label for each
pixel in the image, but also instance IDs for countable ob-
jects. Panoptic segmentation is an important step towards
scene understanding in autonomous vehicles, since it pro-
vides not only the object masks, but also interesting amorph
regions like drivable road space or sidewalks. However, the
vast majority [3, 7, 12, 31, 36, 38, 40, 46, 52–54, 58, 65, 66,
72,73,76] of panoptic segmentation methods focus on high
quality rather than inference speed, making them unsuit-
able for on-board integration into an autonomous vehicle
perception system. Only few methods [9, 13, 26, 51] have
been proposed in the low-latency regime. Additionally, the
camera-based measurement in the two-dimensional image
plane limits the capabilities of panoptic segmentation mod-
els in autonomous vehicles. The 2D pixel location is not
sufficient for higher-level systems such as behavior plan-
ning to reason about the current environment. Rather, a 3D
representation is required.
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Monocular depth estimation [11] tackles this problem by
predicting per-pixel depth estimates from single camera im-
ages. Using this depth information, pixels from the image
can be projected into 3D space. Camera-based depth esti-
mation is an ill-posed problem due to the camera measure-
ment model, making it a very challenging task to solve.
Furthermore, accurate depth annotations are hard to ac-
quire. Stereo cameras can provide depth information, but
require an accurate calibration between the two cameras.
Additionally, resulting depth images are noisy, inaccurate
at farther distances, and have a lot of missing regions where
the stereo matching failed. In contrast, lidar sensors pro-
vide distance measurements with high accuracy. The mea-
surements can be projected into the image plane and used
as a label, but this again requires an accurate calibration
and synchronization between the sensors. The generated
depth images are much more accurate, but very sparse.
Therefore, recent methods follow a self-supervised train-
ing strategy using either stereo images [14, 16], video se-
quences [2,19,20,45,64,75,82–84,86], or both [17,37,43]
during training. The training objective is formulated as an
image synthesis problem based on geometric constraints.

Combining multiple tasks can be resource demanding.
The naive approach of training a separate network for each
task can reach hardware limitations quickly in low resource
environments. Hence, multi-task learning [1] emerged to
combine multiple tasks in a single network to reduce latency
and memory requirements on the target hardware. While
joint task training can potentially boost single-task perfor-
mance, it brings its own difficulties, e.g., loss balancing and
conflicting gradients.

In this work, we introduce the task of monocular geo-
metric scene understanding, a combination of panoptic seg-
mentation and self-supervised monocular depth estimation.
We propose a multi-task framework, which we call MGNet,
to tackle this new task with focus on latency. MGNet
combines the ideas of state-of-the-art methods Panoptic
Deeplab [7] and Monodepth2 [17] with a lightweight net-
work architecture. The self-supervised monocular depth
estimation formulation requires only video sequences dur-
ing training, releasing us from the need of hard to acquire
ground truth data. Hence, our model can be trained using
data from a single camera. We propose an improved version
of the Dense Geometrical Constrains Module (DGC), intro-
duced in [75], using our panoptic prediction for scale-aware
depth estimation. Similar to [3], we generate pseudo labels
for video sequence frames, which reduces the number of
annotated frames necessary for panoptic segmentation. The
multi-task setting implicitly constrains the model to learn a
unified representation for both tasks and reduces the overall
latency. We use homoscedastic uncertainty weighting, in-
troduced in [29], but adopt a novel weighting scheme, com-
bining fixed and learnable task weights, to improve multi-

task performance. During deployment, our model produces
3D point clouds with instance aware class labels using a
single camera image as input. Figure 1 shows an exam-
ple prediction of our model. We evaluate our method on
Cityscapes [8] and KITTI [15] and are able to outperform
previous approaches in terms of latency, while maintain-
ing competitive accuracy. Specifically, on Cityscapes, we
achieve 55.7 PQ and 8.3 RMSE with 30 FPS on full reso-
lution 1024 × 2048 pixel images. On KITTI, we achieve
3.761 RMSE with 82 FPS on 384× 1280 pixel images.

2. Related Work

Since, to the best of our knowledge, no combined al-
gorithm exists yet, we discuss the related work separately
for the fields of panoptic segmentation and self-supervised
depth estimation. Thereafter, we discuss related work in the
field of multi-task learning for scene understanding.

2.1. Panoptic Segmentation

Panoptic segmentation [32] was introduced to unify the
tasks of semantic and instance segmentation. Top-down ap-
proaches [6, 31, 36, 40, 46, 52–54, 58, 72, 73] first generate
proposals, usually in form of bounding boxes, which are
then used for instance mask prediction. Most methods em-
ploy a Mask R-CNN [22] head combined with a separate
branch for semantic segmentation and a merging module to
handle conflicts [36, 40, 46, 53]. For example, Mohan and
Valada [46] propose a new variant of Mask R-CNN along
with a new fusion module to achieve state-of-the-art results.
In contrast, bottom-up approaches [3, 4, 7, 12, 66, 76] are
proposal-free. For example, Panoptic DeepLab [7] repre-
sents instance masks as pixel offsets and center keypoints.
An efficient merging module is employed to group the logits
to final instance masks. Previous works [3,4,55,66] build on
this simple and strong framework proving its flexibility. Our
work also uses the Panoptic DeepLab framework as a basis.
Recently, the first methods for end-to-end panoptic segmen-
tation emerged [38,65]. In contrast to previous works, these
approaches predict panoptic segmentation maps directly us-
ing a unified representation for stuff and thing classes. For
example, Wang et al. [65] introduced MaX-DeepLab, a
novel architecture which extends Axial-DeepLab [66] with
a mask transformer head. However, their method is compu-
tationally demanding, making it unsuitable for real-time ap-
plications. Only a few works exist that have a focus on real-
time panoptic segmentation [9, 13, 26, 51]. Hou et al. [26]
set state-of-the-art for real-time panoptic segmentation by
proposing a novel panoptic segmentation network with effi-
cient data flow, which can reach up to 30 FPS on full reso-
lution images of Cityscapes. Our model has similar perfor-
mance while solving the additional task of self-supervised
monocular depth estimation.
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2.2. Self-Supervised Monocular Depth Estimation

Zhou et al. [84] were the first to propose a training
scheme for depth estimation that only uses monocular video
sequences for supervision. The idea is to synthesize the cur-
rent frame from adjacent frames in the video sequence by
using the predicted depth estimation and predicted relative
pose between the frames. The synthesized frames are then
compared with the current frame using a photometric loss.
During training, multiple depth maps at different scales are
used to mitigate the effect of learning from low texture re-
gions. Assumptions for self-supervised depth learning are
a moving camera in a static environment and no occlusions
between the frames. Furthermore, due to the ambiguous
nature of photometric loss, the depth can only be predicted
up to an unknown scale factor. Since then, a number of
works [2,17,19,20,37,43,45,64,75,82,83,86] advanced the
field considerably. For example, Godard et al. [17] propose
to upsample the multi-scale depth maps before loss calcula-
tion and use the minimum photometric error to tackle occlu-
sions. Furthermore, they propose an auto-masking strategy
to avoid holes of infinite depth in low-texture regions and in
regions with dynamic objects. Xue et al. [75] build on top
of [17] and propose a DGC to estimate the scale factor based
on geometric constraints. We incorporate the basic idea
of [75] in our framework, but introduce an improved version
of the DGC which leverages our panoptic prediction. Some
works focus on incorporating semantic [21, 34] or panop-
tic [57] label maps to explicitly boost the performance of
self-supervised depth maps. In contrast, our method uses
multi-task optimization to implicitly boost single-task per-
formance.

2.3. Multi-Task Learning

Multi-Task learning [1] has emerged in order to save
computational resources by combining multiple tasks in a
single network. Furthermore, learning multiple tasks at
once can improve generalization ability and lead to better
results compared to single-task performance. A number of
works exists, which tackle the different tasks for scene un-
derstanding in a multi-task setting [18, 28, 29, 48, 55, 63, 68,
74, 79, 80]. Goel et al. [18] propose QuadroNet, a real-time
capable model to predict 2D bounding boxes, panoptic seg-
mentation, and depth from single images. While similar
to our work with respect to prediction, they train depth in
a fully supervised way, requiring disparity or lidar ground
truth during training. Some works incorporate semantic
segmentation and self-supervised depth estimation in multi-
task frameworks [33, 35]. Klingner et al. [33] show that
joint training of self-supervised depth and supervised se-
mantic segmentation can boost performance and increase
noise robustness of the model. Our model does not com-
bine semantic segmentation, but rather panoptic segmenta-
tion with self-supervised depth estimation.

3. Method

In this section, we describe our MGNet framework to
jointly tackle the tasks of panoptic segmentation and self-
supervised monocular depth estimation in a single efficient
model. Figure 2 gives an overview of our framework. The
following sections explain the different parts of our frame-
work in detail.

3.1. MGNet Network Architecture

Our MGNet architecture is designed as an encoder-
decoder structure with a single shared encoder and three
task-specific decoders.

Encoder: The encoder consists of a feature extraction
backbone, which extracts image level features at different
scales up to an output stride of 32. The backbone can easily
be switched, hence we compare different lightweight back-
bones in Section 4 with respect to overall performance and
latency. Additionally, we add a Global Context Module
(GCM) on top of the last feature map of the backbone. The
GCM uses global average pooling to extract fine-grained
features from the input image.

Task-specific decoders: The task-specific decoders all
share the same structure. For panoptic segmentation, we use
two decoders as proposed in [7], one for semantic segmen-
tation and one for instance segmentation. A single decoder
is used for the task of self-supervised depth estimation. We
leverage Attention Refinement Modules (ARMs) and Fea-
ture Fusion Modules (FFMs) from [78] to combine the fea-
tures from different scales in an efficient and effective way.
Similar to [78], we use two ARMs on the last two feature
maps of the backbone and add them together with the fine-
grained features generated by the global context module. In
contrast to [78], we do not follow the bilateral feature en-
coding using a spatial path for low-level and a context path
for high-level features. We found that the bilateral approach
does not improve performance, but increases latency of the
overall model. Instead, we use a skip connection to prop-
agate low-level features from the backbone to the decoders
and combine them with the high-level features in the FFM.

Head modules: We add simple head modules to each
decoder to generate the logits. All heads share the same
structure, using a 3×3 conv followed by a 1×1 conv to map
the feature channel size to the final logits channel size, e.g.,
the number of semantic classes used for semantic segmen-
tation. Similar to [7], we encode instances by their center of
mass and pixel-wise 2D offset vectors pointing towards the
center. We use a separate head for instance center and off-
set regression, but share the decoder for the instance task.
The logits produced by the depth head are passed through a
sigmoid activation as used in [17].
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Figure 2: Overview of our MGNet framework. We encode image features using a lightweight backbone and employ a Global
Context Module (GCM) to maximize the receptive field. Three task-specific decoders are used to fuse backbone features
of different scales using Attention Refinement Modules (ARMs) and Feature Fusion Modules (FFMs). Task specific heads
convert the fused features to logits. Object instances are represented as instance centers and pixel-wise offsets, i.e., 2D
vectors, representing the x-y-offset to the instance center. The post-processing groups instances to the closest center given
the offset prediction and assigns a semantic class based on majority voting. The depth prediction is first scaled using a
Dense Geometrical Constrains Module (DGC) and then used to convert the panoptic prediction to the final 3D point cloud
prediction. The pose network predicting 6 DOF poses between adjacent camera frames It−1, It and It+1, auxiliary heads
for the multi-view photometric loss, and the uncertainty parameters for multi-task optimization are only used during training.

3.2. Multi-Task Optimization

Panoptic Segmentation: We follow the Panoptic
DeepLab approach [7] and use the weighted bootstrapped
cross entropy loss, first introduced in [76], for semantic seg-
mentation

Lseg = − 1

K

N∑
i=1

ωi · 1 [pi,yi
< tK ] · log pi,yi

, (1)

where pi,yi is the predicted probability for pixel i and target
class yi. The indicator function 1 [pi,yi < tK ] ensures that
the loss is masked using only pixels with the top-K high-
est loss values. The weight is set to wi = 3 for pixels
that belong to instances with a smaller area than 64 × 64
and wi = 1 for all other pixels. This way, the network is
forced to focus on hard pixels and small instances, respec-
tively. For the instance segmentation, we represent each
instance by its center of mass. During training, we predict a

2D Gaussian heatmap for each instance center with a fixed
sigma of 8 pixels and use a Mean Squared Error (MSE) loss
for optimization. For the instance mask prediction, we fur-
ther encode pixels which belong to thing classes by their
offset vector to the corresponding instance center. We use
a L1 loss for optimization of the offset vectors prediction.
We weight each loss term according to [76], hence the full
panoptic segmentation loss is given by

Lpan = Lseg + 200 · Lmse + 0.01 · LL1
. (2)

Self-Supervised Monocular Depth Estimation: We
follow recent methods [17, 20], and use a multi-scale pho-
tometric loss. We add two auxiliary heads to produce in-
termediate depth logits. During training, we use a separate
pose network based on ResNet18 [23] to predict the 6 DOF
relative camera pose between the adjacent frames It−1, It

and It+1, and optimize both networks together. For loss
calculation, the context frames Ic ∈ {It−1, It+1} are first
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warped into the frame It using the predicted depth maps
and poses. For each warped image Ît ∈ {Ît−1→t, Ît+1→t},
the photometric loss is calculated according to

Lphot(It, Ît) = α · 1− SSIM(It, Ît)

2
+ (1− α) · |It − Ît|

(3)
using the Structured Similarity Index (SSIM) [71]. We use
a fixed α = 0.85 in this work. Following [17], we inte-
grate several improvements into the photometric loss calcu-
lation. Instead of averaging over the photometric loss terms
for each context frame, we use the minimum reprojection
error

Lphot(It, Îs) = min
Îs

Lphot(It, Îs) (4)

with Îs ∈ {Ît−1→t, Ît+1→t, It−1, It+1}. Adding
the unwarped image loss terms Lphot(It, It−1) and
Lphot(It, It+1) automatically masks out static pixels from
the loss. Furthermore, we use a pixel-wise mask Mv to
mask out pixels without a valid projection. The final photo-
metric loss thus is given by

Lphot =
∑
i

Lphot(It, Ic)⊙Mv, (5)

where i denotes predictions at different scales. Similar
to [16], we regularize the predicted depth map using an im-
age gradient based smoothness term

Lsmooth =
∑
i

1
2i (|δxd̂

∗
| exp(−|δxIt|)

+|δyd̂
∗
| exp(−|δyIt|)).

(6)

with the predicted mean-normalized inverse depth d̂
∗
. The

final loss term for self-supervised depth estimation is a
weighted sum of the photometric and smoothness loss

Ldepth = Lphot + 0.001 · Lsmooth. (7)

Homoscedastic uncertainty weighting: The naive ap-
proach of adding up both loss terms may be suboptimal
for optimization. Hence, we use the homoscedastic uncer-
tainty σ2

i to weight each task i as proposed in [29]. We
add uncertainty terms not only to the final task losses, but
to each component of each loss. We argue that the fixed
loss weights give a good first estimate for optimization, al-
though this might change during training. Therefore, in-
cluding learnable uncertainties enables the model to adjust
the individual loss term relations based on training data. In
practice, we learn si = log(σ2

i ) instead of σ2
i , leading to the

final loss

L = exp(−s0) · Lseg + 0.5 · exp(−s1) · 200. · Lmse

+ 0.5 · exp(−s2) · 0.01 · LL1 + 0.5 · exp(−s3) · Lphot

+ 0.5 · exp(−s4) · 0.001 · Lsmooth + 0.5 ·
∑
i

si.

(8)

3.3. Post-Processing

The post-processing includes instance grouping, panop-
tic fusion, depth scaling, and 3D projection.

Instance grouping: Center keypoints are extracted
from the heatmap prediction using a keypoint-based non-
maximum suppression (NMS) as proposed in [7]. In this
method, max pooling with kernel size 7 is applied to the
heatmap prediction and pixels are kept only if the pooled
prediction is equal to the unpooled prediction. Addition-
ally, a fixed threshold of 0.3 is used to filter out low con-
fidence keypoints. The offset prediction is masked with
the semantic prediction to only preserve pixels belonging
to thing classes. Instance masks can then be generated by
grouping the thing pixels to their closest center keypoint af-
ter applying the predicted offsets.

Panoptic fusion: Panoptic fusion assigns class labels
to the grouped instances based on the semantic prediction.
We use the simple and efficient majority voting introduced
in [76] to assign to each instance the class label with the
highest pixel count for that mask.

Depth scaling: The depth estimation can only be done
up to an unknown scale factor due to the inherent ambigu-
ity of the photometric loss. To rescale the estimated depth
map drel back to the original scale, we leverage the DGC
from [75], but use our panoptic prediction to improve the
module. The idea is to estimate a camera height for each
ground point based on the predicted depth using the cam-
era geometry. In the origial DGC, drel is used to generate
3D points pi = (x, y, z)⊺ from the image and a surface nor-
mal N(pi) is calculated for each 3D point to classify points
as ground points, where the surface normal is close to the
ideal ground surface normal n = (0, 1, 0)⊺. However, this
approach produces lots of false positives, e.g., roofs of ve-
hicles. To mitigate this, we use our panoptic prediction, i.e.,
points with class label road, for ground point classification
instead. Using these ground points, we estimate a camera
height for each ground point using

h(pi) = N(pi)
⊺pi. (9)

The scale factor is then calculated using the real camera
height h and the median of the estimated camera heights
ĥm. Hence, the scaled depth prediction can be calculated as

dabs =
h

ĥm
· drel. (10)

3D projection: The 3D projection of the panoptic pre-
diction ŷ(u, v) is calculated by

ŷ(x, y, z) = K−1dabsŷ(u, v) (11)

using the scaled depth prediction dabs and the intrinsic cam-
era matrix K. In order to only generate 3D points with a
valid depth prediction, we exclude certain semantic classes,
in our case sky and ego-car, from the projection.
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4. Experimental Results

In this section, we evaluate our multi-task framework
quantitatively and qualitatively and provide comparisons
with state-of-the-art methods of both domains, panoptic
segmentation and self-supervised depth estimation.

4.1. Datasets

We conduct experiments on two popular autonomous
driving benchmarks, Cityscapes [8] and KITTI [15].

Cityscapes: The Cityscapes dataset provides video se-
quences recorded in 50 different cities primarily in Ger-
many. It contains 5 000 images that are annotated with fine-
grained panoptic labels for 30 classes, of which 19 are used
during evaluation. The dataset is split in 2 975 images for
training, 500 for validation and 1 525 for testing. Addi-
tional 20 000 images provide coarse panoptic labels, which
are not used in this work. Depth annotations are given as
pre-computed disparity maps from SGM [24] for the 5 000
fine annotated images, which are only used for evaluation.
We train with 20 classes, including the 19 classes used for
evaluation and the additional class ego-car. We found
that using this extra class improves panoptic prediction and
enables us to exclude pixels belonging to this class from
photometric loss calculation.

KITTI Eigen split: We use the KITTI Eigen split intro-
duced in [11] with pre-processing from Zhou et al. [84] to
remove static frames. This leads to an image split of 39 810
images for training and 4424 for validation. We use the 652
improved ground truth depth maps introduced in [62] for
testing. The depth maps are generated using accumulated li-
dar points from 5 consecutive frames and stereo information
to handle dynamic objects. KITTI does not provide panop-
tic segmentation annotations for the Eigen split. Hence, we
use our best Cityscapes model to generate pseudo labels
as in [3] and train on pseudo labels only. We exclude the
ego-car class, as KITTI images do not have a visible part
of the ego vehicle.

4.2. Implementation Details

We use the PyTorch framework [50] and train all mod-
els across 4 NVIDIA RTX 2080Ti GPUs. We use InPlace-
ABNSync [56] with LeakyReLU [44] activation after each
convolution except the last ones in the heads. We adopt
a similar training protocol as in [7]. In particular, we use
the Adam Optimizer [30] without weight decay and adopt
the “poly” learning rate schedule [41] with an initial learn-
ing rate of 0.001. We multiply the learning rate by a factor
of 10 in all our decoders and heads. Our model backbone
as well as the pose network are initialized with pre-trained
weights from ImageNet [10]. We do not use other exter-
nal data such as Mapillary Vistas [47]. During training,
we do random color jitter augmentation. Additionally, on

Backbone PQ ↑ RMSE ↓ FPS ↑
MobileNetV3 [27] 48.6 9.4 29.8
MNASNet100 [59] 50.8 9.0 28.3
EfficientNetLite0 [60] 52.8 8.6 27.7
ResNet18 [23] 53.3 8.8 30.0

Table 1: Comparison of different feature backbones. We
compare four lightweight ImageNet [10] pre-trained back-
bones.

Method PQ ↑ RMSE ↓
Single-Task Baseline 54.1 9.3
Multi-Task Baseline 53.3 8.8
+ Uncertainty 54.2 8.6
+ Video Sequence [3] 55.7 8.3

Table 2: Ablation study on Cityscapes. While PQ decreases
in the multi-task baseline compared to two single-task mod-
els, adding uncertainty weighting and video sequence train-
ing show improvements in both, PQ and RMSE.

Cityscapes, we perform random scaling within [0.5, 2.0]
and, respectively, randomly crop or pad the images to a
fixed size of 1024 × 1024 pixels. We adjust the intrinsic
camera matrix according to the augmentation and calculate
a reprojection mask to exclude padded regions as well as
sky and ego-car pixels from the photometric loss cal-
culation. Similar to [3], we use video sequences to gener-
ate pseudo labels for training, which enables us to use the
full video sequence set for a second training iteration. On
Cityscapes, we train for 60k iterations on the fine-annotated
set and another 60k iterations on the video sequence set us-
ing pseudo labels with batch size 12. On KITTI, we use our
best Cityscapes model to generate pseudo labels for panop-
tic segmentation and train our model for 20 epochs with
batch size 12.

In order to evaluate the panoptic segmentation task, we
report the panoptic quality (PQ), introduced in [32], where
a higher PQ states a more accurate prediction. RMSE is
used as the main metric for the evaluation of self-supervised
depth estimation. Furthermore, we report other common
depth metrics, namely absolute relative error and accu-
racy under delta threshold for δ < 1.25, δ < 1.252, and
δ < 1.253. In case of RMSE and absolute relative error, a
lower value is better, while higher values are better in case
of the delta threshold metrics. Additionally, we measure
500 forward passes through our network, including data
loading to GPU and post-processing, and report the average
runtime or FPS, respectively, to assess the real-time capa-
bility of the models. We use TensorRT optimization [49]
unless stated otherwise.
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Method Backbone Input size PQ ↑ GPU Runtime (ms) ↓
Naive Student [3]† WideResNet41 1025× 2049 70.8 V100 396.5
Porzi et al. [52]*† HRNet-W48+ 1024× 2048 66.7 V100 −
Axial-DeepLab-XL [66]* Axial-ResNet-XL 1025× 2049 65.1 V100 −
Panoptic DeepLab [7] Xception71 1025× 2049 63.0 V100 175
EfficientPS [46] Mod. EfficientNetB5 1024× 2048 63.6 Titan RTX 166
Panoptic FCN [38]* Res50-FPN 1024× 2048 61.4 V100 −
FPSNet [9] ResNet50-FPN 1024× 2048 55.1 Titan RTX 114
Hou et al. [26] ResNet50-FPN 1024× 2048 58.8 V100 99
Petrovai and Nedevschi [51] VoVNet2-39 1024× 2048 63.0 V100 82
Panoptic DeepLab [4] SWideRNet-(0.25, 0.25, 0.75) 1025× 2049 58.4 V100 63.05
Panoptic DeepLab [7] MobileNetV3 1025× 2049 55.4 V100 63
Ours ResNet18 1024× 2048 55.7 RTX 2080 Ti 44.4

Table 3: Comparison of our method to state-of-the-art for the panoptic segmentation task on the Cityscapes validation set.
Methods marked with * do not report runtimes, but based on model size we estimate >100 ms. Methods using external data,
i.e., Mapillary Vistas [47], are marked with †.

Method DS Resolution Abs Rel ↓ RMSE ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑
SfMLearner [84] CS+K 416× 128 0.176 6.129 0.758 0.921 0.971
Vid2Depth [45] CS+K 416× 128 0.134 5.501 0.827 0.944 0.981
GeoNet [77] CS+K 416× 128 0.132 5.240 0.883 0.953 0.985
DDVO [64] CS+K 416× 128 0.126 4.932 0.851 0.958 0.986
EPC++ [43] K 640× 192 0.120 4.755 0.856 0.961 0.987
Monodepth2 [17] K 640× 192 0.090 3.942 0.914 0.983 0.995
SynDistNet [35] K 640× 192 0.076 3.406 0.931 0.988 0.996
PackNet-SfM [20] CS+K 1280× 384 0.071 3.153 0.944 0.990 0.997
Ours CS+K 1280× 384 0.095 3.761 0.902 0.979 0.992

Table 4: Comparison of our method to state-of-the-art self-supervised depth estimation methods on the KITTI 2015 Eigen
split for a distance up to 80 m. We use the improved ground truth maps from [62] for comparison.

4.3. Ablation Studies

We perform ablation studies on Cityscapes. First,
we compare four lightweight backbones, namely Mo-
bileNetV3 [27], MNASNet100 [59], EfficientNetLite0 [60]
and ResNet18 [23]. The results are reported in Table 1.
ResNet18 is performing best in terms of PQ and FPS, while
being only slightly worse in terms of RMSE compared to
EfficientNetLite0. MobileNetV3 and MNASNet100 per-
form significantly worse. Hence, we use ResNet18 as back-
bone for all further experiments. Additionally, we investi-
gate the effect of multi-task training, uncertainty weighting,
and video sequence training in Table 2. The naive multi-
task setting with fixed weights improves RMSE, but dete-
riorates PQ compared to two seperate single-task models.
However, adding uncertainty weighting, we see an improve-
ment of 0.1% PQ and 0.7 m RMSE compared to the single-
task baseline. By adding video sequence training, we can
further increase performance to 55.7 PQ and 8.3 RMSE.

4.4. Cityscapes

We compare our final model with state-of-the-art meth-
ods on the Cityscapes validation set in Table 3 with respect
to PQ and end-to-end runtime. For a fair runtime compari-
son, we only infer our panoptic segmentation network part
and report the unoptimized performance. Our model is the
fastest model with a total end-to-end runtime of 44 ms and
over 30 % faster compared to the second fastest method.
The margin most likely is even higher than reported, given
the fact that all other model runtimes were reported on faster
GPUs. In terms of PQ, there is a big gap to top perform-
ing methods. This is not surprising, given the fact that
these methods need more than 100 ms using much heav-
ier architectures than our method. Compared to Panoptic
DeepLab [7] with a MobileNetV3 backbone, which is the
most similar variant in literature to our method, our model
provides a better speed-accuracy trade-off with 0.3 % better
PQ and over 30 % faster runtime. Hou et al. [26] state an
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(a) Input image (b) Panoptic segmentation (c) Monocular depth estimation (d) 3D point cloud

Figure 3: Qualitative results on unseen images from the Cityscapes and KITTI dataset. The columns (from left to right)
show the input image, the panoptic prediction, the monocular depth estimation, and the final 3D point cloud prediction,
respectively. Instances are omitted in the 3D point clouds for better visualization. The first two rows show predictions on the
Cityscapes dataset, while the last two rows show predictions on the KITTI dataset.

optimized runtime of 30 FPS in their paper, being as fast as
our optimized network with a higher PQ of 58.8. However,
our model additionally predicts depth in a self-supervised
fashion. We show qualitative results of our method on un-
seen images from the Cityscapes dataset in Figure 3.

4.5. KITTI

For KITTI, we use our best model from Cityscapes to
generate pseudo labels on the KITTI training set. This en-
ables us to train on the full Eigen split and optimize both
tasks in conjunction, similar to Cityscapes. We again use
additional uncertainty weighting to balance the loss terms.
Qualitative results of our method on unseen images from the
KITTI dataset can be found in Figure 3. We report quan-
titative results for depth estimation and compare them to
other self-supervised methods on the KITTI Eigen split in
Table 4. Compared to previous methods, our model is on
par with Monodepth2 [17] and exceeds most other previous
methods. Only two methods, PackNet-SfM [20] and Syn-
DistNet [35], are able to consistently outperform our model.
PackNet-SfM uses a heavier network architecture, reach-
ing only 6.25 FPS on full resolution 1280 × 384 pixel im-
ages. In contrast, our method reaches 82 FPS on full reso-
lution images and thus being real-time capable. SynDistNet
uses a multi-task approach with explicit semantic guidance.
While SynDistNet cannot perform panoptic segmentation,
the model shows, that explicit methods can further boost
single-task performance compared to our implicit method.

5. Conclusion

In this work, we introduced the task of monocular geo-
metric scene understanding as the combination of panoptic
segmentation and self-supervised depth estimation. Tack-
ling this complex task, we introduced MGNet, an efficient
architecture, which operates in real-time by carefully com-
bining state-of-the-art concepts from both domains with a
lightweight network architecture. We evaluated our model
on Cityscapes and KITTI and show competitive results. On
Cityscapes, we achieve 55.7 PQ and 8.3 RMSE with 30 FPS
on 1024 × 2048 pixel images. On KITTI, we achieve
3.761 RMSE with 82 FPS on 384 × 1280 pixel images.
While state-of-the-art methods provide higher accuracy on
single tasks compared to our work, they are not suited for
real-time applications, e.g., autonomous driving.

We hope that our work will inspire researchers to fur-
ther investigate the task of monocular geometric scene
understanding. Future research can focus on using self-
supervised methods for panoptic segmentation, integrating
related tasks such as 3D object detection into the frame-
work, or investigating the relation between the tasks using
explicit methods to boost single-task performance.
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and Tim Fingscheidt. Self-supervised monocular depth es-
timation: Solving the dynamic object problem by semantic
guidance. In Proceedings of the European conference on
computer vision (ECCV), pages 582–600. Springer, 2020.

[35] Varun Ravi Kumar, Marvin Klingner, Senthil Yogamani, Ste-
fan Milz, Tim Fingscheidt, and Patrick Mader. Syndistnet:
Self-supervised monocular fisheye camera distance estima-
tion synergized with semantic segmentation for autonomous
driving. In Proceedings of the IEEE/CVF Winter Conference
on Applications of Computer Vision (WACV), pages 61–71,
2021.

[36] Jie Li, Allan Raventos, Arjun Bhargava, Takaaki Tagawa,
and Adrien Gaidon. Learning to fuse things and stuff. arXiv
preprint arXiv:1812.01192, 2018.

[37] Ruihao Li, Sen Wang, Zhiqiang Long, and Dongbing Gu.
Undeepvo: Monocular visual odometry through unsuper-
vised deep learning. In IEEE international conference on
robotics and automation (ICRA), pages 7286–7291, 2018.

[38] Yanwei Li, Hengshuang Zhao, Xiaojuan Qi, Liwei Wang,
Zeming Li, Jian Sun, and Jiaya Jia. Fully convolutional
networks for panoptic segmentation. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), pages 214–223, 2021.

[39] Justin Liang, Namdar Homayounfar, Wei-Chiu Ma, Yuwen
Xiong, Rui Hu, and Raquel Urtasun. Polytransform: Deep
polygon transformer for instance segmentation. In Proceed-
ings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), pages 9131–9140, 2020.

[40] Huanyu Liu, Chao Peng, Changqian Yu, Jingbo Wang, Xu
Liu, Gang Yu, and Wei Jiang. An end-to-end network for
panoptic segmentation. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition
(CVPR), pages 6172–6181, 2019.

[41] Wei Liu, Andrew Rabinovich, and Alexander C Berg.
Parsenet: Looking wider to see better. arXiv preprint
arXiv:1506.04579, 2015.

[42] Jonathan Long, Evan Shelhamer, and Trevor Darrell. Fully
convolutional networks for semantic segmentation. In Pro-
ceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), pages 3431–3440, 2015.

[43] Chenxu Luo, Zhenheng Yang, Peng Wang, Yang Wang, Wei
Xu, Ram Nevatia, and Alan Yuille. Every pixel counts++:
Joint learning of geometry and motion with 3d holistic un-
derstanding. IEEE transactions on pattern analysis and ma-
chine intelligence, 42(10):2624–2641, 2019.

[44] Andrew L Maas, Awni Y Hannun, and Andrew Y Ng. Recti-
fier nonlinearities improve neural network acoustic models.
In Proceedings of the 30th International Conference on Ma-
chine Learning (ICML), 2013.

[45] Reza Mahjourian, Martin Wicke, and Anelia Angelova. Un-
supervised learning of depth and ego-motion from monoc-
ular video using 3d geometric constraints. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pages 5667–5675, 2018.

[46] Rohit Mohan and Abhinav Valada. Efficientps: Efficient
panoptic segmentation. International Journal of Computer
Vision (IJCV), 2021.

[47] Gerhard Neuhold, Tobias Ollmann, Samuel Rota Bulò, and
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