Bringing Events into Video Deblurring with Non-consecutively Blurry Frames
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Abstract

Recently, video deblurring has attracted considerable research attention, and several works suggest that events at high time rate can benefit deblurring. Existing video deblurring methods assume consecutively blurry frames, while neglecting the fact that sharp frames usually appear nearby blurry frame. In this paper, we develop a principled framework D²Nets for video deblurring to exploit non-consecutively blurry frames, and propose a flexible event fusion module (EFM) to bridge the gap between event-driven and video deblurring. In D²Nets, we propose to first detect nearest sharp frames (NSFs) using a bidirectional LSTM detector, and then perform deblurring guided by NSFs. Furthermore, the proposed EFM is flexible to be incorporated into D²Nets, in which events can be leveraged to notably boost the deblurring performance. EFM can also be easily incorporated into existing deblurring networks, making event-driven deblurring task benefit from state-of-the-art deblurring methods. On synthetic and real-world blurry datasets, our methods achieve better results than competing methods, and EFM not only benefits D²Nets but also significantly improves the competing deblurring networks.

1. Introduction

Videos have played the crucial role in computer vision field, and blur is commonly inevitable due to the movement of camera or moving objects in the capturing scene. To remedy the adverse effects of blur, video deblurring has drawn considerable research attention in many applications, e.g., SLAM [12], 3D reconstruction [29] and tracking [36]. In recent years, event camera [3,22], a novel sensor for recording intensity changes of the capturing scene at microsecond level, has been developed, and events with high time rate are also suggested to facilitate deblurring [8,25].

Both video deblurring [7,9,19] and event-driven deblurring [8,20,24,25,33] have achieved unprecedented progresses, but they still have limitations. On the one hand, existing video deblurring networks are usually based on the assumption of consecutively blurry frames in a video, and design CNN-based [4,11,19,30,35,38] and RNN-based [7,18,32] architectures, among which encoder-decoder architecture is the most popular choice to act as the basic backbone. However, it is a common fact that blur does not consecutively occur in videos, i.e., some frames in a blurry video are extremely sharp and clean [27]. These sharp frames actually can be exploited to facilitate the restoration of blurry frames, but they are indistinguishably processed in existing video deblurring methods, also adversely yielding sharp textures lost. On the other hand, event-driven deblurring methods heavily rely on the employment of events, where various architectures such as BHA [20], CIE [28] and EDMD [8] are designed. In these methods, the modules for exploiting events are not easy to cooperate with existing image and video deblurring methods, thus restraining the development of principled framework for video deblurring.
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and event-driven deblurring.

In this paper, we first develop a principled framework (i.e., Detect&Deblur Networks, D²Nets) to leverage non-consecutively blurry frames, and then propose an event fusion module (EFM) to bridge the gap between event-driven and video deblurring. First, our D²Nets consists of three steps: (i) We propose to distinguish sharp frames and blurry frames using a bidirectional LSTM (BiLSTM) [6] as shown in Fig. 2, based on which two nearest sharp frames (NSFs) can be found for a blurry frame in the front and rear directions. BiLSTM can take as input either frames or their corresponding events. (ii) As shown in Fig. 3, blurry frames can then be restored to reconstruct latent sharp video frames using an encoder-decoder deblurring backbone, where NSFs are employed to guide the deblurring of a blurry frame instead of its neighboring frames. (iii) We further suggest to enhance the temporal consistency of restored video by a post-processing step, which is also beneficial to possibly surviving blurry frames due to detection errors by BiLSTM.

Second, the proposed EFM simultaneously exploits benefits from events and adjacent frames, and can be incorporated into the latent space of encoder-decoder architecture. EFM can then be incorporated into both steps of blurry frames restoration and temporal consistency enhancement in D²Nets, bridging the gap between event-driven and video deblurring, resulting in D²Nets*. Moreover, our EFM can be incorporated into existing state-of-the-art deblurring networks, e.g., DMPHN [37], STFAN [39] and CDVD-TSP [19], making event-driven deblurring can benefit from these state-of-the-art image and video deblurring methods. As shown in Fig. 1, existing video deblurring methods cannot fully remove severe blur, while our D²Nets* is able to restore more visually plausible deblurring result.

Experiments have been conducted on two benchmark datasets, including GoPro dataset [17] and Blur-DVS dataset [8] captured by DAVIS240C camera [3]. By exploiting NSFs, sharp textures from NSFs can better facilitate reconstructing latent clean frames, leading to notable gains by our D²Net over state-of-the-art deblurring methods. The proposed EFM not only benefits our D²Nets, but also significantly improves competing methods when collaborating with events to tackle video deblurring.

The contributions of this work are three-fold:

• A principled deblurring framework D²Nets is developed to exploit nearest sharp frames when restoring blurry frames in a non-consecutively blurry video.

• An event fusion module EFM is proposed to better utilize beneficial information from events to facilitate deblurring.

• Our EFM has also been incorporated into existing image and video deblurring methods for tackling event-driven video deblurring. Extensive experiments are conducted to validate the effectiveness of D²Nets and EFM for synthetic and real-world blurry videos.

2. Related Work

In this section, we survey relevant works including image and video deblurring, and event-driven deblurring.

2.1. Image and Video Deblurring

Due to the success of encoder-decoder architecture in low-level vision field [14, 21], encoder-decoder is usually adopted as the most popular basic backbone in single image [4, 11, 32] deblurring and video deblurring [7, 18, 19, 30, 35, 39]. For single image deblurring, Tao et al. [32] proposed a scale-recurrent network in a “coarse-to-fine” scheme to extract multi-scale features from blurry image. Aittala et al. [1] designed an encoder-decoder architecture to treat all frames in the burst in an order-independent manner. Zhang et al. [37] presented a deep hierarchical multi-patch network inspired by spatial pyramid matching to deal with blurry images. Recently, Ren et al. [26] adopted an asymmetric autoencoder and a fully-connected network (FCN) to solve image deblurring in a self-supervised manner.

For video deblurring, Kim et al. [7] develop a spatial-temporal recurrent network with a dynamic temporal blending layer for latent frame restoration. To better leverage spatial and temporal information, Kim et al. [9] introduced an optical flow estimation step for aligning and aggregating...
information across the neighboring frames to restore latent clean frame. In [34], Wang et al. developed deformable convolution in pyramid manner to implicitly align adjacent frames for better leveraging temporal information. Recently, Pan et al. [19] proposed to simultaneously estimate the optical flow and latent frames for video deblurring with the help of temporal sharpness prior. The estimated optical flow from intermediate latent frames as the motion blur information is fed back to the reconstruction network to generate final sharp frames.

Existing video deblurring methods assume consecutively blurry frames, which is commonly inconsistent with practical blurry videos. Ren et al. [27] found that some frames in a video with motion blur are sharp, and proposed to fit deblurring model to the test video. In this work, we propose a principled framework to better exploit sharp frames for video deblurring with non-consecutively blurry frames.

2.2. Event-driven Video Deblurring

Event cameras [3, 22] are novel sensors that record intensity changes of the scene at microsecond level with s-light power consumption, and have potential applications in a variety of computer vision tasks, e.g., visual tracking [15], stereo vision [2] and optical flow estimation [13]. A related research branch is to explore the pure events to restore high frame rate image sequences [16, 25]. Recently, Pan et al. [20] formulated event-driven motion deblurring as a double integral model. Yet, the noisy hard sampling mechanism of event cameras often introduces strong accumulated noise and loss of scene details. Jiang et al. [8] proposed a sequential formulation of event-based motion deblurring, then unfolded its optimization steps as an end-to-end deep deblurring architecture. The employment of events is complicated, and existing methods leverage events in different ways as mentioned in [5]. Moreover, events modules in these methods are not trivial to incorporate into video deblurring networks, making it infeasible to benefit from state-of-the-art video deblurring methods. In this work, we propose an event fusion model, which can be easily incorporated into encoder-decoder architecture in existing image and video deblurring networks, bridging the gap between event-driven and video deblurring.

3. Proposed Method

In this section, we first present our principled Detect&Deblur (D²Nets) framework for tackling video deblurring with non-consecutively blurry frames, and then elaborate the key components of D²Nets in details.

3.1. Principled Framework of D²Nets

For a blurry frame $B_i$, the principled framework of D²Nets can be formally presented as three steps,

$$G_i^-, G_i^+ = \mathcal{F}_{DET}(B_{i-N}, \cdots B_i, \cdots B_{i+N}),$$

$$I_i = \mathcal{F}_{BRN}(G_i^-, B_i, G_i^+),$$

$$I_i = \mathcal{F}_{TCE}(\hat{I}_{i-1}, \hat{I}_i, \hat{I}_{i+1}).$$

In D²Nets: (i) $\mathcal{F}_{DET}$ detects nearest sharp frames (NSFs) $G_i^-$ and $G_i^+$ from $N$ adjacent frames in the front and rear orientations, respectively. (ii) $\mathcal{F}_{BRN}$ restores blurry frame guided by detected NSFs, which consists of an alignment module $f_{align}$ for warping two NSFs $G_i^-$ and $G_i^+$ aligned to $B_i$ and an encoder-decoder $f_{rec}$ to reconstruct latent sharp frame $\hat{I}_i$ by fusing features of $B_i, G_i^-$ and $G_i^+$. (iii) $\mathcal{F}_{TCE}$ has the same two modules $f_{align}$ and $f_{rec}$. $\mathcal{F}_{TCE}$ aims to further enhance the temporal consistency of frames $\{\hat{I}_i\}_{i=1}^M$ and obtain the final deblurring video $\{\hat{I}_i\}_{i=1}^M$, where $M$ is the total number of frames of the input video. The overall procedure of D²Nets are presented in Alg. 1. The details of network architectures in $\mathcal{F}_{DET}, \mathcal{F}_{BRN}$ and $\mathcal{F}_{TCE}$ can be found in supplementary file.
Moreover, we propose an event fusion module (EFM) to incorporate events into D^2Nets. In \( \mathcal{F}_{\text{DET}} \), it is straightforward to substitute input frames as their corresponding events \( E_{i-N}, \ldots, E_i, \ldots, E_{i+N} \). In \( \mathcal{F}_{\text{BRN}} \) and \( \mathcal{F}_{\text{TCE}} \), our EFM are flexible to incorporate into the encoder-decoder architectures. Besides, our EFM can also be incorporated into existing image and video deblurring networks, making them applicable to handle event-driven deblurring.

3.2. Detecting Blurry Frames and NSFs

**BiLSTM Detector:** We treat detecting blurry frames in a video as a binary classification task. Considering the temporal information in video, we in this paper propose to adopt bidirectional LSTM (BiLSTM) [6] to classify sharp frames and blurry frames, by which correlations of adjacent frames in both forward and backward directions are leveraged. The architecture of BiLSTM detector is visualized in Fig. 2. For a sequence of video frames, BiLSTM detector first extracts features using ResNet-152, and then transforms features to a 512-dimension vector as the input to BiLSTM. Finally, Sigmoid function is used to normalize the outputs of BiLSTM in the range [0,1], indicating a frame is blurry or sharp.

The consecutive frames in a blurry video are denoted by \( \{B_i\}_{i=1}^M \). Then, the output from detector is denoted by \( \{o_i\}_{i=1}^M \), in which \( o_i \) is the probability of \( B_i \) being a sharp frame, \( o_i = \tanh(f_{\text{bilstm}}(\{B_i\}_{i=1}^M)) \),

\[
(2)
\]

where \( f_{\text{bilstm}} \) indicates the BiLSTM detector. To make the training easier, we split the video sequence into segments, each of which contains 5 frames. BiLSTM is trained by minimizing the binary cross-entropy loss function

\[
\mathcal{L}_{\text{bilstm}} = -(o_{\text{gt}}^t \log(o_i) + (1 - o_{\text{gt}}^t) \log(1 - o_i)) ,
\]

\[
(3)
\]

where \( o_{\text{gt}}^t \) denotes the true label of \( i-th \) frame, i.e., \( o_{\text{gt}}^t = 1 \) when \( B_i \) is a sharp frame, otherwise \( o_{\text{gt}}^t = 0 \).

**Detecting NSFs:** We binarize the outputs of BiLSTM by threshold \( \epsilon = 0.5 \). A frame \( B_i \) is blurry, if \( o_i = 0 \). Then for a given blurry frame \( B_i \), we can detect two NSFs \( G_i^- \) and \( G_i^+ \) from its \( N \) adjacent frames in the front and rear, respectively. If NSFs cannot be found, we simply set NSFs \( G_i^- \) and \( G_i^+ \) as the neighboring frames \( B_{i-N} \) and \( B_{i+N} \), respectively. In this work, we empirically set the searching range \( N = 7 \). This is because sharp frames beyond this range may have significant distinctions from the scene content in \( B_i \), and thus are not suitable to act as NSFs.

3.3. Blurry Frame Restoration with NSFs

After detecting two NSFs, blurry frame \( B_i \) can then be restored by \( \mathcal{F}_{\text{BRN}} \). It is a natural strategy to direct take \( \{G_i^-, B_i, G_i^+\} \) as input in reconstruction network. However, there usually exists considerable temporal motion between \( B_i \) and its NSFs \( G_i^- \) and \( G_i^+ \). Therefore, we implement \( \mathcal{F}_{\text{BRN}} \) as two steps, as shown in Fig. 3, i.e., warping NSFs aligned to blurry frame \( B_i \) using \( f_{\text{align}} \) and fusing their features to reconstruct latent frame using \( f_{\text{rec}} \).

As for \( f_{\text{align}}(G_i^-, B_i, G_i^+) \), we use PWC-Net [31] as the optical flow estimation algorithm \( f_{\text{flow}} \) to provide motion composition,

\[
\begin{align*}
 u_{\rightarrow i} &= f_{\text{flow}}(B_i, G_i^-), \quad I_i^- = G^- (x + u_{\rightarrow i}) \\
 u_{\leftarrow i} &= f_{\text{flow}}(B_i, G_i^+), \quad I_i^+ = G^+ (x + u_{\leftarrow i})
\end{align*}
\]

\[
(4)
\]

where \( u_{\rightarrow i} \) and \( u_{\leftarrow i} \) are optical flow \( G_i^- \rightarrow B_i \) and \( B_i \rightarrow G_i^+ \), respectively. The network \( f_{\text{flow}} \) is reused for two NSFs. Similar to [31], we use the bilinear interpolation to obtain the warped frames \( I_i^- \) and \( I_i^+ \). Then blurry frames can be restored by

\[
\hat{I}_i = \begin{cases} f_{\text{rec}}(I_i^+, B_i, I_i^-), & \text{if } o_i = 0 \\ B_i, & \text{if } o_i = 1 \end{cases}
\]

\[
(5)
\]

where \( f_{\text{rec}} \) is an encoder-decoder with LSTM to reconstruct the clean frame \( I_i \).

As for training the parameters of \( f_{\text{flow}} \) and \( f_{\text{rec}} \), we simultaneously update both of them, by minimizing the \( \ell_1 \)-norm loss function

\[
\mathcal{L}_{\text{BRN}} = \sum_{i=1}^{K} \left\| \mathcal{F}_{\text{BRN}}(G_i^-, B_i, G_i^+) - \hat{I}_i \right\|_1 ,
\]

\[
(6)
\]

where \( K \) is the number of detected blurry frames.

3.4. Temporal Consistency Enhancement

Using \( \mathcal{F}_{\text{BRN}} \), blurry frames are usually restored without considering their neighboring frames, and the temporal consistency of whole video may be interfered. To remedy this problem, we further propose a temporal consistency enhancement network \( \mathcal{F}_{\text{TCE}} \). In general, \( \mathcal{F}_{\text{TCE}} \) shares the same two steps with \( \mathcal{F}_{\text{BRN}} \), including frames alignment module and reconstruction module. The only distinction lies in the inputs of \( f_{\text{align}} \) and \( f_{\text{rec}} \).

\[
\begin{align*}
 (I_i^-, I_i^+) &= f_{\text{align}}(I_{i-1}, I_i, I_{i+1}) \\
 I_i &= f_{\text{rec}}(I_i^-, I_i^+) \\
\end{align*}
\]

\[
(7)
\]

by which all the frames in latent video by \( \mathcal{F}_{\text{BRN}} \) are enhanced by considering their neighboring frames. \( \mathcal{F}_{\text{TCE}} \) not only can enhance the temporal consistency of restored video, but also will benefit possibly surviving blurry frames due to detection errors by BiLSTM, further improving the deblurring quality.

As for learning the parameters of \( \mathcal{F}_{\text{TCE}} \), we also adopt \( \ell_1 \)-norm loss function

\[
\mathcal{L}_{\text{TCE}} = \sum_{i=1}^{M} \left\| \mathcal{F}_{\text{TCE}}(I_{i-1}, I_i, I_{i+1}) - I_i \right\|_1 
\]

\[
(8)
\]
3.5. Event Fusion Module

As discussed in $F_{DET}$, the events can be taken as input of BiLSTM detector to better distinguish sharp and blurry frames. We take one step further to leverage events in $F_{FRN}$ and $F_{TCE}$, since events encode richer temporal information which is crucial for video deblurring task. For an event camera, given a blurry frame $B_i$, its corresponding stream of events $E_i$ are available. Each event has the form $(t, x, y, p)$, which records intensity changes for coordinates $(x, y)$ at time $t$, and polarity $p = \pm 1$ denotes the increase or decrease of intensity change. In this work, we transform the events stream into a tensor with 20 channels for each frame.

We propose EFM to better utilize rich boundaries in events for facilitating deblurring. Formally, our EFM can be presented as

$$m = \text{SoftMax} \left( e^T W^T e W z \right),$$

where $W_e$ and $W_z$ are learnable weight matrices, $z$ is features of frames from latent space of encoder-decoder, and $e$ having same dimension with $z$ is the feature of events $E$ extracted using CNN along with downsampling. In EFM, $m$ is a reweighting map which can be used to facilitate deblurring by matrix multiplication with the features of frames. EFM can be regarded as a kind of attention, where the reweighting map can guide the decoders mainly focusing on the specific features beneficial to deblurring. EFM is flexible to embed into the latent space of encoder-decoder like architecture in both $F_{FRN}$ and $F_{TCE}$. Since PWCNet also adopts encoder-decoder like architecture, EFM can also be incorporated into $f_{flow}$ to facilitate optical flow estimation. When cooperating with EFM, D\textsuperscript{2}Nets is denoted by D\textsuperscript{2}Nets*.

Moreover, considering that state-of-the-art deblurring methods, e.g., DMHPH [37] for image deblurring, STFAN [39] and CDVD-TSP [19] for video deblurring, adopt encoder-decoder as their basic backbone, EFM can be easily incorporated into these methods, making event-driven deblurring benefit from state-of-the-art image and video deblurring methods.

4. Experiments

In this section, we evaluate our D\textsuperscript{2}Nets on two datasets, including GOPRO [17] and Blur-DVS [8]. D\textsuperscript{2}Nets is compared with state-of-the-art image deblurring method DMHPH [37], and video deblurring methods STFAN [39] and CDVD-TSP [19]. To evaluate their performance for event-driven deblurring, we apply our EFM into DMHPH, STFAN, CDVD-TSP and our D\textsuperscript{2}Nets, notated as DMHPH*, STFAN*, CDVD-TSP* and D\textsuperscript{2}Nets*, respectively. As for the methods specifically developed for event-driven deblurring, it is infeasible to fairly compare D\textsuperscript{2}Nets* with them quantitatively, since they usually do not release training codes. Therefore, we compare D\textsuperscript{2}Nets* with only one event-based method BHA [20] qualitatively, when handling real-world blurry frames. Our source code is available at https://github.com/shangwei5/D2Net.

4.1. Datasets and Training Details

4.1.1 Datasets

**GoPro Dataset:** First, we evaluate the competing methods on GoPro dataset [17], which is widely adopted for image deblurring and also is recently used in [20] to benchmark event-based deblurring. We follow [17, 20] to split the training and testing sets. To synthesize events, we use the open-source ESIM event simulator [23] to generate events based on sharp frames. To satisfy our assumption that sharp frames exist in a blurry video, we generate non-consecutively blurry frames in a video by randomly averaging adjacent sharp frames, i.e., the average number is randomly chosen from 1 to 15. And we assume that a generated frame $B_i$ is sharp if the number of averaging frames is smaller than 5, i.e., $o_i^{gt} = 1$, otherwise $o_i^{gt} = 0$. It is worth noting that we randomly generate 50% blurry frames in a video, while the other 50% frames are sharp, without constraining that there must be 2 sharp ones in consecutive 7 frames.

**Blur-DVS Dataset:** To evaluate the competing methods when handling real-world events, we use Blur-DVS [8] captured by a DAVIS240C camera with a high speed event sensor and a low frame-rate Active Pixel Sensor for recording intensity frames at resolution $180 \times 240$. Blur-DVS includes
two subsets, i.e., slow-motion subset and fast-motion subset. The slow-motion subset consists of 15,246 frames for relatively static scenes. When capturing, the camera movement is slow and stable, making blur rarely occurs in these collected frames. Thus, we can synthesize videos with non-consecutively blurry frames based on the slow-motion subset, similar with that on GOPRO dataset. We synthesize blurry videos by randomly averaging adjacent frames, i.e., the averaging number varies from 1 to 9, based on which we can quantitatively compare these methods when handling real events. Finally, we obtain 2,029 pairs of blurry and sharp frames, among which 1,386 pairs are used for training, while 643 pairs are used for testing. Similarly, we assume that a generated frame $B_i$ is sharp if the number of averaging frames is smaller than 5, i.e., $\alpha_i = 1$, otherwise $\alpha_i = 0$. The fast-motion subset consists of 7 video sequences with 702 frames. When capturing, the camera movement is fast and unstable, and there are also moving objects. Thus, fast-motion subset can act as a real-world blurry testing set without ground-truth sharp frames.

### 4.1.2 Training Details

In the training process, we use ADAM optimizer [10] with parameters $\beta_1 = 0.9$, $\beta_2 = 0.999$, and $\epsilon = 10^{-8}$ for all the networks in $F_{\text{DET}}$, $F_{\text{BRN}}$ and $F_{\text{TCE}}$. The batch-size is set to be 12 and patch size is set to be $128 \times 128$. The training of networks in $F_{\text{BRN}}$ and $F_{\text{TCE}}$ share the same hyper-parameters. In order to save training time, we use parameters of $f_{\text{rec}}$ in $F_{\text{BRN}}$ to initialize that in $F_{\text{TCE}}$. For the PWC-Net $f_{\text{flow}}$, we adopt the pre-trained model [31] as initialization. The learning rates for reconstruction modules $f_{\text{rec}}$ and optical flow estimation $f_{\text{flow}}$ are initialized to be $1 \times 10^{-4}$ and $1 \times 10^{-6}$ respectively, and are decreased by multiplying 0.5 after every 100 epochs. The training ends after 250 epochs. For BiLSTM detector, the learning rate is set to be $1 \times 10^{-4}$, and the training ends after 100 epochs.

### 4.2 Ablation Study

#### 4.2.1 Accuracy of BiLSTM Detector

Table 3 lists the accuracy of BiLSTM detector on two datasets by taking frames or events as input. One can see that BiLSTM detector with events as input are more precise than that with frames as input, since events naturally encode the motion trajectory. Nevertheless, the detection accuracy of these BiLSTM detectors is high, which is sufficient to find most blurry frames and their corresponding NSFs. We have also tried LSTM as the detector, and found notable accuracy decreases on GoPro, i.e., 2.98% decrease for frames as input and 3.84% decrease for events as input. Also considering that BiLSTM (0.030 s per frame) is not very inefficient in comparison to LSTM (0.028 s per frame), BiLSTM is a better choice for the detector.

#### 4.2.2 Effectiveness of Components

We evaluate the contribution of each component of D²Nets on GOPRO dataset. As shown in Table 4 and Fig. 4, full D²Nets achieves the best deblurring performance. We note that the individual $F_{\text{TCE}}$ directly takes 3 neighboring frames as input. And it is interesting to find that individual $F_{\text{TCE}}$ achieves higher PSNR than D²Nets without $F_{\text{TCE}}$. The reason can be attributed from two aspects: (i) Surviving blurry frames in $F_{\text{DET}} + F_{\text{BRN}}$ are not processed, and (ii) NSFs from long distance may have dramatic scene changes with the blurry frame, yielding temporal inconsistency. The results indicate that it is crucial to employ $F_{\text{TCE}}$ to enhance temporal consistency, and it is necessary to include all the three components in D²Nets. Furthermore, by incorporating EFM, deblurring performance can be further boosted. We also conducted experiment by replacing EFM as concatenation of events and frames, and obtained -0.42dB PSNR decrease on GoPro dataset. This is because events
contain rich spatial and temporal motion information, which cannot be fully exploited by naive concatenation.

4.3. Comparison with State-of-the-arts

We compare $D^2$Nets and $D^2$Nets* with state-of-the-art methods on GoPro and Blur-DVS datasets.

4.3.1 Evaluation on GoPro Dataset

On GoPro dataset, we evaluate the deblurring performance on both blurry frames (Table 1) and and whole video frames (Table 2). We retrain all these competing methods on our training dataset for a fair comparison. From the left side in Tables 1 and 2, one can see that our $D^2$Nets can achieve much higher quantitative metrics than the competing methods. This is because $D^2$Net can benefit from the nearest sharp frames, whose sharp texture details can be transferred to reconstruct latent clean frames. From the right side in Tables 1 and 2, $D^2$Nets* is still better than DMPHN*, STFAN* and CDVD-TSP* in terms of SSIM, which is more consistent with visual quality than PSNR. Moreover, our EFM can improve these competing video deblur-
ring methods to benefit from events. Especially for DMPHN*, STFAN* and CDVD-TSP*, their deblurring performances have been significantly boosted, validating the effectiveness of our EFM. In terms of visual quality comparison in Fig. 5, our D²Nets can achieve sharper texture details, and plate license numbers are easily recognized than the results by the competing methods.

4.3.2 Evaluation on Blur-DVS Dataset

On Blur-DVS dataset, we only report quantitative results on whole video sequences, as shown in Table 5. We note that the competing methods and their versions with EFM are retrained on the training set of Blur-DVS. In Table 5, our D²Nets and D²Nets* achieve the best performance in comparison with their competing methods in terms of both PSNR and SSIM. Also DMPHN*, STFAN* and CDVD-TSP* obtain notable gains than their original versions when leveraging events using our EFM. Fig. 6 shows the visual quality comparison, from which one can see that our D²Nets* can recover sharper texture details, due to the guidance of NSFs and events, while the results by other methods still suffer from mild blur or over-smoothing textures.

Finally, we evaluate these methods on real-world blurry frames from fast-motion subset of Blur-DVS. Besides DMPHN, STFAN and CDVD-TSP, we further take one event-based deblurring method BHA [20] into comparison. As shown in Fig. 7, our D²Nets and D²Nets* achieve the most visually plausible deblurring results with sharper textures, while DMPHN, STFAN and CDVD-TSP cannot fully remove severe blur. BHA recovers a blurry frame into a high-frame rate video guided by events. There are significant ringing artifacts around salient edge boundaries in deblurring result by BHA. In supplementary file, we provide more deblurring results of real-world blurry videos with events.

5. Conclusion

In this paper, we proposed a principled framework D²Nets for tackling video deblurring with non-consecutively blurry frames. D²Nets can better leverage possible sharp frames in blurry videos, benefiting from which blurry frames can be better restored and the temporal consistency of deblurring video can be encouraged. We further proposed a flexible event fusion module (EFM), which can be incorporated into not only our D²Nets but also existing image and video deblurring networks. Our EFM makes event-driven deblurring task benefit from state-of-the-art image and video deblurring networks, and will be extended to event-driven super-resolution and interpolation tasks in future work.
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