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Abstract

Multi-action video recognition is much more challeng-
ing due to the requirement to recognize multiple actions
co-occurring simultaneously or sequentially. Modeling
multi-action relations is beneficial and crucial to under-
stand videos with multiple actions, and actions in a video
are usually presented in multiple modalities. In this pa-
per, we propose a novel multi-action relation model for
videos, by leveraging both relational graph convolutional
networks (GCNs) and video multi-modality. We first build
multi-modal GCNs to explore modality-aware multi-action
relations, fed by modality-specific action representation as
node features, i.e., spatiotemporal features learned by 3D
convolutional neural network (CNN), audio and textual em-
beddings queried from respective feature lexicons. We then
joint both multi-modal CNN-GCN models and multi-modal
feature representations for learning better relational action
predictions. Ablation study, multi-action relation visualiza-
tion, and boosts analysis, all show efficacy of our multi-
modal multi-action relation modeling. Also our method
achieves state-of-the-art performance on large-scale multi-
action M-MiT benchmark. Our code is made publicly avail-
able at https://github.com/zhenglab/multi-action-video.

1. Introduction
Video understanding is a very complex and comprehen-

sive task in computer vision as it aims to recognize activities
occurring in a complex environment through complicated
hearing and seeing videos [27, 21, 34, 35, 40]. Activities
depicted in videos are often made of several actions that
may occur simultaneously or sequentially. For example,
when the action of “performing” occurs, it is often accom-
panied by “applauding” and “cheering” actions [35]. Multi-
action video recognition is such a task that aims to auto-
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Figure 1: Leveraging multi-modal multi-action relations to
recognize all actions in a video (example in M-MiT [35]).

matically recognize all the actions co-occurring in a video.
Although considerable progress has been made in action
recognition [44, 46, 51, 6, 47, 52, 62, 12, 31, 58, 11], it’s still
rather limited on multi-action recognition [35, 41, 60]. In
this work, we are going further in more challenging multi-
action video recognition to better understand the video.

In order to deal with the task of single-action video
recognition, more and more efforts are being made to
explore the relations between actions and objects from
videos [22, 19, 36, 32, 62, 9, 53, 42, 3]. Therefore, to rec-
ognize all actions co-occurring in a video for better solving
multi-action recognition problem, it would be beneficial and
crucial to explore relations among multiple actions, namely,
multi-action relations. Actually, actions in a video are first
presented as visual spatial and temporal frames, also they
have strong correlation with synchronous recorded audio,
finally they are related to each other in literal meaning (label
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text), thus, making full use of these multi-modal informa-
tion in videos (i.e., frames, audio, and text) to explore multi-
action relations, can contribute greatly to recognize the mul-
tiple actions as well as understand the complex videos.

Recent advances in multi-action video recognition
mainly focus on, either developing hand-crafted spatiotem-
poral features [18, 7] (e.g., harris corners [23], STIPs [30],
optical flow [2], gradient [38]) to train classifiers, or design-
ing 3D convolutional neural network (3D-CNN) architec-
tures to learn discriminative spatiotemporal representation
for classification [35, 41]. However, previous works didn’t
particularly consider the relations among multiple actions
in videos. Besides, although multi-modal information has
been used to analyze multi-action videos [35], it is only
used to extract the feature of corresponding modality (i.e.,
spatiotemporal and auditory features of visual and audio
modalities) for fused classification, rather than exploring
the multi-modal multi-action relations for more discrimi-
native representation. Thus, how to take full advantage of
multi-modal information to better explore multi-action re-
lations is a key point for multi-action video recognition.

Graphs provide a generic way to model real-world rela-
tional data [28, 61], and recently, graph convolutional net-
works (GCNs) [29] have been proved to be very effective
at tasks thought to have rich relational structure [64, 39,
56], which might be very helpful for discovering relations
among actions from videos. Thus, in this work, we devote
to exploring the multi-action relations implied in videos via
GCNs by setting multiple actions as graph nodes. Further-
more, due to the unique and important multi-modality prop-
erty of videos, we build multi-modal GCNs for better mod-
eling modality-specific multi-action relations in videos.

We design our multi-modal GCNs for multi-action video
recognition relying on three following observations: (1) vi-
sual frames are much more important than other modalities
for our daily experience as well as the way we understand
the world (more than 80% of information transmitted to the
brain is visual) [25], (2) sounds are determined by and in-
formative about the attributes of their actions and we poten-
tially build sound-action mapping from experience inside
our brain [15], and (3) our brain can also connect actions
with their linguistic labels (meaning words) to create text-
action mapping [24, 45]. Figure 1 shows a video example
with multiple actions, and visual frames can indicate rela-
tions among actions of performing, dancing, drumming and
hitting/colliding occurring simultaneously or sequentially,
also audio from the video will be identified as actions of
playing music, drumming and hitting/colliding according to
our knowledge of sound-action relations, while the meaning
words of occurred actions in this video have their underly-
ing text-action relations semantically, hence, jointing auxil-
iary textual (underlying) and audio (hearing) relational pre-
dictions with primary visual (seeing) relational predictions,

can produce more accurate recognition of multiple actions.
In this paper, to address challenging multi-action video

recognition, we propose to develop multi-modal GCNs for
exploring modality-specific multi-action relations by lever-
aging graph’s powerful relational representation ability and
video’s rich multi-modal information. Specifically, we con-
struct multi-action graphs with multiple actions as nodes
and action co-occurrence probabilities as adjacent matrix,
then, we build multi-modal GCNs for exploring modality-
aware multi-action relations, fed by modality-specific ac-
tion representation as node features, i.e., spatiotemporal
features learned by 3D-CNN, audio and textual embeddings
queried from respective feature lexicons, finally, we impose
audio and textual relations on spatiotemporal representation
to produce respective relational action predictions that are
further jointed together with visual relational action predic-
tions to yield final predictions, presenting a novel way of
multi-modal joint learning to recognize multiple actions.

Our contributions include: (1) we propose a novel way
of taking advantage of relational GCNs and video multi-
modality to explore multi-action relations for multi-action
video understanding; (2) we devise modality-specific re-
lational GCNs accompanied by multi-modal joint learning
for better modeling modality-aware multi-action relations;
(3) both ablation study and multi-action relation visualiza-
tion as well as boosts analysis, show efficacy of our relation
modeling, also our method achieves state-of-the-art perfor-
mance on large-scale multi-action M-MiT benchmark.

2. Related Works
Multi-Action Video Recognition. Multi-action video

recognition is such a task that needs to recognize all ac-
tions occurring in videos. Early advances in multi-action
video recognition mainly focus on developing hand-crafted
spatiotemporal features [18, 7] (e.g., harris corners [23],
STIPs [30], optical flow [2], gradient [38]) to train clas-
sifiers. Since the breakthrough of CNNs, the solutions of
multi-action video recognition problem are mostly the same
as that of action recognition [44, 46, 51, 6, 62, 47, 52, 31,
12, 42, 11, 58], which aim to design effective 3D-CNN ar-
chitectures to learn discriminative spatiotemporal represen-
tation for classification. Wu et al. [54] and Wang et al. [50]
proposed to improve performance of 3D-CNNs in terms of
feature and pooling respectively for recognizing multiple
actions [43]. Zhang et al. [60] dealt with multi-label activity
recognition by extracting independent activity-specific fea-
tures focused on different spatiotemporal regions of a video.
Monfort et al. [35] annotated a large-scale multi-action M-
MiT dataset and concatenated I3D [6] spatiotemporal fea-
tures with SoundNet [4] auditory features for a single linear
layer to rank detected action classes using a new wLSEP
loss. Shao et al. [41] presented a temporal interlacing net-
work (TIN) to embed the temporal information into the spa-
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tial one and learn the information in the two domains once-
only. Compared to existing methods for addressing multi-
action video recognition, we devote to the solution of ex-
ploring the crucial multi-action relations from perspective
of natural multi-modality of videos.

Multi-Modal Learning. Multimedia data is often the
transmission medium of multiple information, for exam-
ple, in a video, visual, auditory, and textual information are
often disseminated at the same time. Thus, multi-modal
learning has gradually developed into the main means of
multimedia content analysis and understanding. Among
them, visual modality is widely used due to its rich rep-
resentation ability. In addition, the combination of mul-
tiple modalities is commonly considered for strong repre-
sentation [44, 13, 65, 14, 33, 1, 20]. Different from cur-
rent multi-modal learning from videos, we provide a novel
way of multi-modal joint learning to explore multi-action
relations for accurately recognizing all actions in videos ac-
cording to the observations in real world.

Relation Model. It has already been proved that es-
tablishing a relation model is beneficial for understanding
videos on action and behavior recognition [22, 19, 36, 32,
62, 9, 42]. Recently, GCN has also been developed to ex-
plore relations in videos due to its powerful relation model-
ing ability. Wang et al. [53] used object proposals as nodes
to construct a space-time region graph to explore similarity
relations and spatial-temporal relations. Wu et al. [55] pro-
posed a flexible and efficient Actor Relation Graph (ARG)
to capture appearance and position relation between actors
for recognizing group activity. Yan et al. [57] presented
spatial temporal graph convolutional networks (ST-GCN) to
exploit spatial relationships among joints for skeleton based
action recognition. In our work, rather than only discover-
ing relations from video frames, we set actions as graph
nodes to build multi-modal multi-action GCNs for explor-
ing modality-specific multi-action relations in videos.

As we know, recent popular transformer networks are
strong relation learners, we also notice their great success
in both natural language processing [49, 8] and computer
vision [10, 5]. Overall, transformers can also be employed
to explore action relations in our framework, that is, we can
regard actions as tokens and feed them into transformers
for learning multi-action relations, where transformer to-
kens correspond to GCN graph nodes. The major difference
is that transformers miss out on some priori knowledge be-
cause they don’t have an adjacency matrix whereas GCN
does (Section 3.1), but transformers can learn such inher-
ent correlation from more training data, since the interme-
diate matrix (softmax(QKT

√
dk

)) from self-attention [49] can
be regarded as a dynamically learnable adjacency matrix.
Besides, transformers may introduce more parameters, es-
pecially for multi-head attention. We will further exploit
transformers in our framework in the future.

3. Multi-Modal Multi-Action Relations
3.1. Multi-Modal Multi-Action GCN

Multi-Action GCN. Given a video clip with multiple
actions, our goal is to explore the multi-action relations
for better recognizing all action categories. GCN has been
proved to be very effective at tasks thought to have rich re-
lational structure [64, 39, 56], driving us to dig into GCN
for representing multi-action relations. A graph of GCN
is made up of nodes which are connected by edges, where
things can be represented by nodes while edges can be re-
garded as connections among them, we thus assign actions
as nodes to construct our graphs.

We define a multi-action graph as G = {V, E}, where
V = {v1, v2, · · · , vN} is the set of N nodes representing
actions, and E is the edge set representing co-occurring ac-
tions denoted by a binary adjacency matrix A ∈ RN×N .
We formulate correlation dependency of actions as condi-
tional probability ψij = ψ(vj |vi), which denotes the occur-
rence probability of action vj when action vi occurs. Then
we compute ψij by counting the occurrence of action pair
{vi, vj} and action vi from the training dataset, and fur-
ther we set a threshold t on ψij to binarize Aij as initializa-
tion, that is, to let Aij = 1 if ψij > t otherwise Aij = 0.
By doing so, we actually introduce occurrence probability
of actions as adjacent matrix, for constructing multi-action
graph in a data-driven way, based on the observation that ac-
tivities depicted in videos are often made of several actions
that may occur simultaneously or sequentially.

We then represent our multi-action GCN using the clas-
sic multi-layer fashion with the following layer-wise prop-
agation rule according to [29]:

Z
(l+1)
ζ = σ(D̃− 1

2 ÃD̃− 1
2Z

(l)
ζ W

(l)
ζ ), (1)

where Ã = A + IN is the adjacency matrix of undirected
graph G with added self-connections IN that is an identity
matrix, D̃ is the diagonal degree matrix of Ã with D̃ii =∑

j Ãij , σ(·) denotes a non-linear activation function (we

use Leaky ReLU), ζ represents modality, W(l)
ζ is the lth-

layer trainable weight matrix, Z(l)
ζ is the representation of

multi-action relations in the lth layer, and Z
(0)
ζ = Xζ is the

input node features of modality ζ.
So far, we build a general architecture of multi-action

GCN with the ability to explore relations among multi-
ple actions. Essentially, multi-action GCN affects each ac-
tion by aggregating features from its neighbors, thus learns
a new representation of an action as relations with other
actions. In this way, multi-action relations are gradually
aggregated and propagated over multiple layers of GCN
counting on the input node features. Actually, multiple ac-
tions in videos exist in a multi-modal manner, thus, to bet-
ter explore multi-action relations, it would be beneficial and
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Figure 2: Overview of our method for multi-modal multi-action video recognition. Multi-modal GCNs are designed for
exploring modality-aware multi-action relations by feeding modality-specific representation, i.e., spatiotemporal features,
audio and textual embeddings, and driven by our multi-modal joint learning for predicting multiple actions more accurately.

crucial to build multi-modal GCNs for leveraging different
node features of multiple modalities.

Multi-Modal GCN. Actions in videos are represented in
multiple modalities, i.e., visual, audio, and textual, which
play different roles in representing the actions. Thus,
we construct multi-modal multi-action graphs with three
modalities from video dataset, and simply employ a two-
layer GCN architecture for each modality in this work (l =
{0, 1} in Equation 1), where the three modalities are visual
(ζ = ν), audio (ζ = α), and textual (ζ = τ ), respectively.

Spatiotemporal representation of videos contains the
most abundant discriminative features for recognizing ac-
tions, we therefore employ a 3D-CNN to extract spatiotem-
poral features and feed them into graph nodes for relation-
enhanced classification, resulting in our visual GCN. Dif-
ferent from visual modality, audio and text in videos mainly
plays an auxiliary role in identifying actions due to their
plain representation ability, moreover, corresponding to an
action, spatiotemporal features are usually changeful and
diverse dynamically, while audio and text are relative sta-
tionary. Thus, we design audio-action and text-action fea-
ture lexicons for video dataset, and regard them as graph
node features for exploring multi-action relations from au-
dio and text modalities to assist visual modality, yielding
audio GCN and textual GCN respectively.

Formally, for visual modality, we broadcast the spa-
tiotemporal features X ∈ RC (C is the dimension) pro-
duced by 3D-CNN to Xν ∈ RN×C as node features of N
actions, and visual GCN aggregates relation-enhanced fea-
tures Z

(2)
ν ∈ RN×N , then we take average along the ac-

tion dimension of Z(2)
ν to output visual-modal action pre-

diction Zν ∈ RN . While, for audio modality, we denote
our lexical audio embeddings as Xα ∈ RN×P to be graph

action features, and the audio-modal multi-action relations
Z

(2)
α ∈ RN×C can be propagated from Xα by audio GCN,

finally we impose audio-modal relations Z(2)
α on spatiotem-

poral features X to make audio-modal action prediction
Zα = X(Z

(2)
α )T ∈ RN . Similarly, for textual modality,

we represent our lexical text embeddings as Xτ ∈ RN×Q

for graph actions, so that textual GCN will aggregate text-
modal multi-action relations Z(2)

τ ∈ RN×C for further text-
modal action prediction Zτ = X(Z

(2)
τ )T ∈ RN .

Until now, we have multi-modal GCNs for exploring
modality-aware multi-action relations, fed by modality-
specific action features. We next depict our specific way
of multi-modal action feature modeling.

3.2. Multi-Modal Action Feature Modeling

Visual-Modal Action Features. Visual modality has
strong representations for actions in videos. Recent works
on 3D-CNN show powerful performance on parsing and
representing visual modality. We hence model visual action
features by leveraging 3D-CNN spatiotemporal features.

As we know, in visual modality, actions are dynamically
flowing across multiple frames, also they are changeful and
diverse. Essentially, by continuous feeding frames, 3D-
CNN learns to parse actions via dynamically optimizing
spatiotemporal features to be more discriminative, thus fi-
nally yielding powerful visual action representation. These
visual features, however, implicitly contain relations among
multiple actions, which are reasonable and suitable to be ac-
tion features of visual GCN for further exploring relation-
enhanced multi-action representation in visual modality.

Audio and Textual Feature Lexicons. Audio and tex-
tual modalities usually act as assistance of visual modality
for identifying actions from videos due to their plain rep-
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resentation ability. But they still potentially contain audio-
action and text-action relations. Thus we exploit audio and
textual modalities by modeling their modality-specific ac-
tion features for audio and textual GCNs respectively, which
aggregate modality-specific multi-action relations to further
enhance the discriminative spatiotemporal features.

For multi-action video dataset, audios and actions are
many-to-many mapping, that is, one audio may correspond
to multiple actions and one action may correspond to multi-
ple audios, while, textual labels and actions are one-to-one
mapping, namely, one label has the meaning of an action.
Therefore, we represent the two modalities by respectively
defining many-to-many audio-action and one-to-one text-
action feature lexicons for action features of audio GCN
and textual GCN. In our work, we employ VGGish [16]
and GloVe [37] to represent all audios and label texts of the
video dataset as audio and word embeddings for building
our audio and textual feature lexicons, respectively.

Formally, we define feature lexicon as a set L of (f, s)
pairs, where a form f is an embedding feature over a finite
dimension, and a sense s is the corresponding action from a
given set of actions. A feature that corresponds to more than
one action is named as polysemous, while multiple features
that belong to one action are said to be synonymous. Then
we denote audio and textual feature lexicons as Lα and Lτ

respectively, with audio and textual embedding features fα
and fτ as respective forms while actions s as senses.

The action features of audio and textual GCNs are ini-
tialized by querying corresponding lexicons. We model
the node features by traversing all senses (actions), and
query synonymous forms (features) from the lexicon, then
the GCNs can reason about “semantic” relations among all
modeled actions and features.

3.3. Multi-Modal Joint Learning

We devise multi-modal GCNs to aggregate modality-
aware multi-action relations from spatiotemporal feature
representation as well as audio and textual feature lexi-
cons, where spatiotemporal features are learned by a 3D-
CNN, thus, we propose a joint learning strategy in terms of
both model level and representation level involving multiple
modalities, namely, multi-modal joint learning.

Model Joint Learning. For the whole model learn-
ing, we have three modality-specific GCN models (Gν , Gα,
Gτ ) for relation reasoning and one visual-modal 3D-CNN
model H for spatiotemporal representation learning, where
3D-CNN shares output spatiotemporal features with the
three GCNs for aggregating and propagating multi-action
relations to produce final action predictions, which will be
compared with the real action labels to obtain the model er-
ror computed by a loss function, as follows:

L (R,J (Jν(H,Gν),Jα(H,Gα),Jτ (H,Gτ ))), (2)

where R represents real observations, and J is a nota-
tion denoting the model joint. Subsequently, the modality-
specific relational representation will firstly receive gradi-
ents of error for updating weights of three GCNs to mini-
mize the loss, and errors will then be propagated from all
three GCNs to 3D-CNN via shared spatiotemporal repre-
sentation for accordingly adjusting its weights. In this way,
the whole hybrid model that consists of three GCNs and one
3D-CNN can be trained in a joint learning manner over mul-
tiple modalities, such that GCNs are enforced to learn more
accurate relational predictions from spatiotemporal repre-
sentation while 3D-CNN is conducted to model more pow-
erful and relational spatiotemporal features from videos.

Representation Joint Learning. Since every modal-
ity has its specific information and representation ability,
we take different ways to deal with different modalities.
Specifically, dynamic spatiotemporal representation X is
the most influential in recognizing actions from videos thus
regarded as the main information flow for model learning,
whereas stationary audio-action and text-action lexical rep-
resentations (Xα and Xτ ) usually play an auxiliary role in
identifying actions thus are considered as the assistant flow.
And spatiotemporal representation is gradually learned ac-
companied by dynamically loading video frames into 3D-
CNN, while, audio and textual embeddings queried from
corresponding stationary lexicons are simultaneously fed
into modality-specific GCNs for assistance. Furthermore,
we joint spatiotemporal representation with audio and tex-
tual multi-action relations for respective action predictions,
and all three modality-specific action predictions are finally
fused to produce the final action scores Z, as follows:

Z = Gν(B(X)) +XGα(Xα) +XGτ (Xτ ), (3)

where B means feature broadcast. By doing so, the infor-
mation of three modalities is joint to learn better relational
representation for recognizing multiple actions.

4. Experiments
4.1. Datasets and Setups

Multi-Moments in Time [35]. We mainly use the re-
cently released Multi-Moments in Time (M-MiT) dataset
for experiments, which is considered as a large-scale multi-
action dataset for video understanding. M-MiT V1 contains
1.02 million 3 second videos with total 2.01 million labels
of 313 action classes annotated from an action vocabulary
(e.g., skateboarding). In the training set, 553,535 videos are
annotated with more than one action, among which 257,491
videos are annotated with three or more actions. M-MiT
V2 is the update of V1 with a revision to the action vo-
cabulary, which contains 1 million videos with total 1.92
million labels of 292 action classes, and the training set in-
cludes 525,542 videos annotated with more than one action
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yet 243,083 videos annotated with three or more actions.
Mini M-MiT. The task of multi-action video recognition

is to recognize all actions that occur in videos. However, for
M-MiT dataset, we observe that nearly 50% of videos are
annotated with only one action label. In order to better ex-
plore multi-action video recognition, based on the M-MiT
dataset, we intend to build a new dataset which is expected
to contain videos annotated with multiple actions for each
while retain the integrity of original category. To do this,
for the training set, we first remove videos without audio
stream, then we randomly select 300 videos for categories
with more than 300 videos and choose all the videos of the
remaining categories. By doing so, we obtain our “Mini
M-MiT” training set with 93,206 videos in 313 action cate-
gories. Compared to original M-MiT, our mini M-MiT has
only 10% of its data size, such that it’s more suitable for
quick algorithm development and validation.

IG-65M [17]+Kinetics-400 [27]. IG-65M is a very
large-scale pre-training dataset over 65 million public user-
generated videos from a social media website, and Kinetics-
400 is a classic benchmark for action recognition that con-
tains 246k training and 20k validation videos. In this work,
we employ R(2+1)D-34 as our 3D-CNN, pre-trained via
finetuning with Kinetics-400 on the released IG-65M pre-
trained model (top-1 accuracy: 80.5).

M-MiT Audio and Textual Lexicons. Audio-action
lexicon is a set of action-indexed features composed of au-
dio features corresponding to each action of dataset. First,
we delete all silent audios in M-MiT to ensure that all au-
dios in the lexicon are valid. Then, we adopt VGGish [16]
to extract the features of selected audios with size 3× 128.
Due to the redundant information in audio data, we further
adopt PCA whitening [26] to post-process the extracted fea-
tures. We finally store the audio features according to action
category to obtain our audio-action lexicon.

Similarly, text-action lexicon is a set of action-indexed
word features relying on action vocabulary. We use
GloVe [37] to extract word embeddings of all actions in
the vocabulary of M-MiT, where each action corresponds
to one feature vector of size 300, producing our text-action
lexicon with word vectors for all actions.

Training and Evaluation. We implement data augmen-
tation and train the model via binary cross-entropy loss op-
timized by SGD training. Meanwhile, we perform multiple
clips testing and use mAP (mean Average Precision), top-
1, and top-5 classification accuracy as evaluation metrics.
More details are included in supplementary file.

4.2. Ablation Study

We conduct ablation studies on our mini M-MiT dataset
to validate the efficacy of our multi-modal multi-action re-
lation modeling with pre-trained R(2+1)D-34 as baseline.

Visual GCN vs. Fully-Connected Layer. We start abla-

model modality top-1 top-5 mAP
J (H,FC) {ν} 52.1 76.0 54.8
J (H,Gν) {ν} 53.3 77.3 55.0
J (H,Gα) {ν, α} 54.3 79.0 58.0
J (H,Gτ ) {ν, τ} 54.5 79.7 58.2

J (H,Gν ,Gα) {ν, α} 54.5 79.4 58.2
J (H,Gν ,Gτ ) {ν, τ} 55.1 79.9 58.5
J (H,Gα,Gτ ) {ν, α, τ} 55.1 79.8 58.5

J (H,Gν ,Gα,Gτ ) {ν, α, τ} 55.0 79.8 58.7

Table 1: Ablation study on multi-modal joint learning.

tion study from our baseline 3D-CNN model R(2+1)D with
fully-connected (FC) layer as classifier (J (H,FC)), which
has none of our GCN structures and only involves visual
modality. We first replace FC of R(2+1)D with our vi-
sual GCN (J (H,Gν)) to enhance spatiotemporal features
by exploring visual multi-action relations for final action
predictions. Table 1 reports the results of jointing differ-
ent models and involving different modalities, showing that
our J (H,Gν) model outperforms baseline 3D-CNN model
in terms of mAP, top-1, and top-5, so that we can see that
our visual GCN does make a positive effect on performance
improvement.

Multi-Modal Joint Learning. Then, we add an addi-
tional modality (audio or textual) on visual modality by
jointing 3D-CNN with corresponding GCN (audio GCN
or textual GCN), resulting in two joint models J (H,Gα)
and J (H,Gτ ) to produce audio and textual action predic-
tions respectively with results reported in Table 1. As it can
be observed, by jointing modality-specific GCN with ad-
ditional modality, both top-1 and top-5 accuracy increase,
while mAP is improved significantly with more than 3%
boost, indicating the efficacy of our audio and textual GCNs
for exploring effective multi-action relations. Besides, we
join visual GCN with audio GCN or textual GCN to obtain
joint models J (H,Gν ,Gα) or J (H,Gν ,Gτ ) and fuse the
two modality-specific action predictions by removing the
absent one from Equation 3, also results in Table 1 show
that they leads to additional performance improvement.

Further, we combine all three modalities to yield
joint models J (H,Gα,Gτ ) with absent visual GCN and
J (H,Gν ,Gα,Gτ ) with all multi-modal GCNs, and Table 1
illustrates that, J (H,Gα,Gτ ) with three modalities but
without visual GCN obtains comparable results (the same
top-1 accuracy and mAP) to J (H,Gν ,Gτ ) with two modal-
ities yet jointing visual GCN, indicating the effect of visual
multi-action relations, while, jointing 3D-CNN with three
modality-specific GCNs, for exploring multi-modal multi-
action relations, achieves the highest mAP score, demon-
strating the efficacy of our multi-modal joint learning. Not-
ing that, our multi-modal GCNs can lead to significant im-
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provement by paying a small cost of parameter amount,
e.g., our J (H,Gα) and J (H,Gτ ) boosts mAP by 3.2%
and 3.4% against baseline 3D-CNN, yet only introducing
0.76M and 0.67M more parameters. Besides, we try dif-
ferent 3D-CNNs (R3D-18 [47] and I3D-50 [52]) on mod-
els (J (H,Gν), J (H,Gα), J (H,Gτ ), J (H,Gν ,Gα,Gτ )),
and also yielding effective results (mAP(%)): R3D-18
(45.8, 49.1, 49.5, 50.7) and I3D-50 (53.1, 55.6, 55.8, 57.3).

Moreover, we dig deeper and find out that, for two
modalities vs. one modality, our method boosts perfor-
mance clearly by 3% in mAP, mainly owing to the introduc-
tion of additional modality and our design of multi-modal
joint learning; while for three modalities vs. two modalities,
our method provides slight performance boost, which we
consider the reason might be that the plain representation
ability of extra auxiliary modality (audio or text) leads to
less extra multi-action relation exploration under the same
representing mechanism (i.e., GCN and multi-modal joint
learning). This inspires us to further improve our method by
investigating more modality-specific relational learning and
representing fashions (e.g., transformer network) for multi-
modal multi-action video recognition.

model lexicon top-1 top-5 mAP
J (H,Gα) 1-f 54.3 79.0 58.0
J (H,Gα) 2-f 53.8 79.1 57.8
J (H,Gα) 3-f 53.9 78.8 57.4
J (H,Gτ ) GloVe 300D 54.5 79.7 58.2
J (H,Gτ ) BERT 768D 54.9 79.5 58.2
J (H,Gα,τ ) {Lα,Lτ} 54.9 79.7 58.4

Table 2: Ablation study on audio and textual lexicons.

Audio and Textual Lexicons. We next move on to study
single-modal audio or textual feature lexicons.

For audio-action feature lexicon, we traverse all actions
to fetch synonymous features for each action to initialize
node features of audio GCN, so we analyze that how many
synonymous features to get for an action is better. We
thereby conduct ablative experiments by setting the number
of synonymous features (f ) to 1, 2, and 3, and the results
shown in Table 2 (J (H,Gα)) reveal that, although actions
can be represented by many different audios due to their
natural many-to-many mapping, it’s probably best to select
only one audio for representing an action of audio GCN.

For text-action feature lexicon, since actions usually
have one-to-one mapping relationship with textual labels
(from action vocabulary), we thus study that if different
word embedding methods matter. We respectively employ
GloVe [37] and BERT [8] to build textual feature lexicons
for representing each action with a 300 or 768 dimensional
vector. Table 2 (J (H,Gτ )) shows that, no matter which of
GloVe and BERT we use, the accuracy of action predictions

is almost the same. Besides, comparing audio joint models
J (H,Gα) with textual joint models J (H,Gτ ), the perfor-
mance is similar, illustrating that the two modalities play
similar role in auxiliary recognizing multiple actions.

We also merge audio and textual modalities into one
audio-textual modality, by merging audio and textual lex-
icons to provide audio-textual action representation for one
audio-textual GCN, and the results in Table 2 (J (H,Gα,τ ))
demonstrates the superiority of audio-textual modality
merging, which actually performs similar to J (H,Gα,Gτ )
in Table 1. We argue that the merged audio-textual GCN
actually tries to explore audio and textual multi-action re-
lations together in one big model, thus achieving similar
performance to two separate small audio and textual GCNs.

( , )H FC ( , , , )  H G G GInput Actions

Shooting
Aiming
Pointing

Shooting
Aiming
Pointing

Submerging
Wetting
Swimming
Plunging

Submerging
Wetting
Swimming
Plunging

Baking
Spreading
Cooking
Carrying

Baking
Spreading
Cooking
Carrying

Skating
Balancing
Descending/
Lowering

Figure 3: Multi-action Grad-CAM visualization examples
with simultaneous actions. The comparison of baseline 3D-
CNN model J (H,FC) and our multi-modal joint model
J (H,Gν ,Gα,Gτ ) shows that, thanks to multi-modal joint
learning for exploring multi-action relations, our model is
able to localize multiple actions present in each scene.

4.3. Multi-Action Relation Visualization

We adopt Gradient-weighted Class Activation Mapping
(Grad-CAM) [63] to visualize the learned attention model
of 3D-CNN for localizing actions occurring in videos [34,
35], and Figure 3 shows examples with comparison of
baseline 3D-CNN model J (H,FC) and our multi-modal
joint model J (H,Gν ,Gα,Gτ ). As it can be seen, the
heatmaps show big difference of the learned 3D-CNN be-
tween J (H,FC) and J (H,Gν ,Gα,Gτ ), indicating that
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our multi-modal joint learning does work for optimizing
the 3D-CNN training, also the main difference is that our
model is capable of localizing multiple actions presented
in each scene. Take the first row for example, J (H,FC)
is trained to focus on the red region involving swimming
and wetting only, while our model J (H,Gν ,Gα,Gτ ) can
pay attention to the region including not only swimming and
wetting but also submerging and plunging, and similar find-
ings can be found in other examples. We argue that, thanks
to our model joint learning manner, 3D-CNN benefits a lot
from multi-modal GCN models, by receiving backpropa-
gated error from its shared spatiotemporal representation,
thus producing more powerful and relational spatiotempo-
ral features for multi-modal GCNs to further better explore
modality-specific multi-action relations in videos.

( , )H FC ( , , , )  H G G G

Target actions: Plunging(15), Submerging(23), Swimming(174), Wetting(206)         

Non-target actions with scores over 0.05V
id

eo

(d) Action scores of (e) Action scores of

(b) GCN 1st layer output(a) GCN input (c) GCN 2nd layer output

Figure 4: Demonstration of feature changes across GCN
layers and action scores for multi-action relations.

We further try to demonstrate our learned multi-action
relations. Figures 4(a), (b), and (c) show action embeddings
visualization (by t-SNE [48]) indicating feature changes
across GCN layers, it can be seen, the target actions (green
with number) are gradually aggregated as going through
GCN layers, demonstrating the ability to relate multiple ac-
tions. Figures 4(d) and (e) show action scores of baseline
J (H,FC) and our J (H,Gν ,Gα,Gτ ), which illustrate that
our model can boost multiple target actions while suppress
non-target actions, demonstrating the efficacy of underlying
multi-action relation exploration. We also provide visual-
izations of performance boosts on class-wise (action-wise)
AP in Section B (Boosts Analysis) of supplementary file.

4.4. Comparison with State-of-the-arts

Table 3 shows comparison with state-of-the-arts on M-
MiT datasets, and our model performs best on V1. As V2

model-{modality} back-
bone

V1 V2
top-1 top-5 mAP top-1 top-5 mAP

M-MiT-{ν} R50 58.5 81.4 61.7 – – –
M-MiT-{ν, α} R50 59.3 82.8 61.8 – – –

Ours-{ν} R34 58.6 83.4 61.5 59.5 83.8 62.2
Ours-{ν, α} R34 60.6 85.3 64.0 61.2 85.7 64.4
Ours-{ν, τ} R34 60.6 85.5 64.1 61.1 85.8 64.5

Ours-{ν, α, τ} R34 61.2 85.8 64.6 61.7 86.1 65.2

Table 3: Comparison results on M-MiT V1 and V2.

was recently released October 2020, no comparison results
are available, but we still provide our results for reference.

It presents that our best model with three modalities, us-
ing a shallower backbone, improves over M-MiT [35] by
approximate 3% in mAP. M-MiT adopts a deep SoundNet
network for audio feature learning and wLSEP loss with ac-
tion label statistics, while our visual-audio ({ν, α}) model
outperform it by 2.2% mAP. Another recent work TIN [41]
reports only mAP (62.2) on M-MiT (so we don’t list it on
the table), which also performs not better than our method.
Actually, we can further tap the potential of our solution, via
employing more powerful 3D-CNNs or sampling more in-
put frames, e.g., we extend 8-frame to 16-frame for yielding
0.9% boost in mAP on M-MiT V1.

Besides, in this work, we seek to propose a novel way
of leveraging multi-modality for multi-action video under-
standing, and the newly released M-MiT datasets (V1 in
2019 and V2 in 2020) are perfect benchmarks for this study,
involving both multi-modality and multi-action as well as
their cross references (e.g., playing music, drumming, and
dancing). Moreover, we also evaluate our model on Cha-
rades dataset [43], which is annotated rarely considering
audio multi-action cross reference (MultiTHUMOS [59]
ditto), thus we only joint visual and textual modalities and
still improve over baseline 3D-CNN model by 2% in mAP.
We will discover our model on more datasets in the future.

5. Conclusion

We propose a novel relation model for exploring multi-
modal multi-action relations in videos, by leveraging both
relational GCNs and video multi-modality. Ablation study,
multi-action relation visualization, and boosts analysis, all
validate efficacy of our multi-modal multi-action GCNs as
well as multi-modal joint learning, on account of the pow-
erful multi-action relation modeling ability. Our method
achieves state-of-the-art performance on latest large-scale
multi-action M-MiT benchmark. Nevertheless, relations
among actions are much more complex, thus more effort
is still needed for further digging relying on multi-modal
multi-action modeling, and we hope that this work opens
up new avenues for multi-action video understanding.
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