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Abstract

Training temporal action detection in videos requires large amounts of labeled data, yet such annotation is expensive to collect. Incorporating unlabeled or weakly-labeled data to train action detection model could help reduce annotation cost. In this work, we first introduce the Semi-supervised Action Detection (SSAD) task with a mixture of labeled and unlabeled data and analyze different types of errors in the proposed SSAD baselines which are directly adapted from the semi-supervised classification literature. Identifying that the main source of error is action incompleteness (i.e., missing parts of actions), we alleviate it by designing an unsupervised foreground attention (UFA) module utilizing the conditional independence between foreground and background motion. Then we incorporate weakly-labeled data into SSAD and propose Omni-supervised Action Detection (OSAD) with three levels of supervision. To overcome the accompanying action-context confusion problem in OSAD baselines, an information bottleneck (IB) is designed to suppress the scene information in non-action frames while preserving the action information. We extensively benchmark against the baselines for SSAD and OSAD on our created data splits in THUMOS14 and ActivityNet1.2, and demonstrate the effectiveness of the proposed UFA and IB methods. We extensively benchmark against the baselines for SSAD and OSAD on our created data splits in THUMOS14 and ActivityNet1.2, and demonstrate the effectiveness of the proposed UFA and IB methods.

1. Introduction

Temporal action detection is one of the most fundamental tasks in video understanding, which requires simultaneously classifying the actions in a video and localizing their start and end times. Recent success of temporal action detection models [55, 50, 18, 36, 4] highly relies on large amounts of fully-labeled training data with both classification and localization annotations. However, the annotation process, especially for localization, is extremely time-consuming and expensive. To alleviate this problem, one direction is to maximize the usage of unlabeled or weakly-labeled data to bring performance improvement with lower annotation cost. In this work, we study temporal action detection using fewer labeled videos together with other levels of supervision, e.g. unlabeled and weakly-labeled videos.

Learning from unlabeled data has been investigated in the task of semi-supervised image classification [28, 42, 1, 40] and shows promising results, while such problem setting is unexplored in the temporal action detection. We introduce the Semi-supervised Action Detection (SSAD) task and establish three SSAD baselines by incorporating three state-of-the-art Semi-Supervised Learning (SSL) models (Mean Teacher [42], MixMatch [1], FixMatch [40]) into a Fully-Supervised Action Detection (FSAD) backbone. For the purpose of initial evaluation on SSAD benchmark, we choose a straightforward yet effective FSAD method.
SSN [55], as our backbone and leave the development of more complex backbones for future work. However, directly applying SSL algorithms in the SSAD baselines only brings small improvement compared to the supervised-only model. To track down the main source of error, we conduct error analysis for the SSAD baselines (Fig. 1) and find the main problem of the SSAD baseline is action incompleteness, namely only detecting parts of the action. To help SSAD baseline better recognize actions, we borrow the idea from object-centric representations [8, 24, 49, 23] to extract more discriminative representation of action which is basically characterized by the foreground objects (humans). There have been attempts to endow machines with the ability to detect salient moving objects. However, they either need manual annotation [44, 45, 41, 5], or make assumptions improper for action videos [52]. In this work, we propose to detect the foreground without supervision by leveraging the conditional independence between foreground and background motions, i.e., the foreground motion is self-contained and not affected by the motion of background. Specifically, we learn the foreground attention by minimizing the conditional mutual information between foreground and background motion. To this end, our proposed unsupervised foreground attention (UFA) module successfully helps SSAD models recognize relatively complete actions without extra annotation cost.

Further, we consider weakly-labeled data with only video-level category labels which is in the middle of the cost-accuracy trade-off between fully-labeled and unlabeled data. It has been shown that weakly-supervised temporal action detection [26, 27, 35, 29, 19, 21] can save annotation cost without degrading the performance too much. Therefore, we further include weakly-labeled data into the SSAD model and form a unified framework with three levels of supervision, named Omni-supervised Action Detection (OSAD). As a baseline for OSAD, we simply add a video-level classification loss for the additional weakly-labeled data. However, training video-level classification to realize weak action localization may cause action-context confusion [19, 35], i.e., the model is highly activated at non-action frames because they contain background scene information (e.g. swimming pool) which is highly indicative of the action category (e.g. swimming). This phenomenon is also verified in our error analysis (Fig. 1) where the OSAD baseline has higher action-context confusion than supervised-only model. To alleviate the issue, we propose an information bottleneck (IB) method to filter out the scene information extracted from non-action frames while preserving the action information by training action classification. Specifically, we regularize the entropy of non-action frames which only contain scene information, thus reduce the action-context confusion(Fig. 1).

We conduct extensive experiments on SSAD and OSAD baselines, as well as the proposed UFA and IB. Moreover, we show the advantage of multi-level supervision over single-level supervision in a realistic scenario, where we search the best labeling policy under an annotation budget.

To sum up our main contributions, we: (i) propose the SSAD and OSAD tasks to utilize unlabeled and weakly-labeled data in temporal action detection, and establish several baseline models for them; (ii) design an unsupervised foreground attention module to alleviate the action incompleteness problem in SSAD baselines; (iii) design an information bottleneck method to solve the action-context confusion problem in OSAD baselines; (iv) validate the proposed SSAD and OSAD methods through extensive experiments, and show the advantage of our full OSAD-IB model under a realistic scenario where an annotation budget is given.

2. Related Work

Fully-Supervised Action Detection. The basic paradigms in FSAD methods share significant similarities with their counterparts in the object detection area [10, 9, 33, 32, 20]. The most common one is the two-stage pipeline, where proposals are first uniformly sampled from a video and then classified and re-localized. R-C3D [50] improves the proposal quality with a proposal subnet. SSN [55] optimizes a completeness loss to avoid the incomplete proposals. It also proposes the feature pyramid (STPP) to better capture the temporal structure, and the temporal actionness grouping (TAG) for proposal sampling. TAL-Net [4] borrows the architecture of Faster R-CNN [33] in object detection and makes it accommodate the action detection setting by multiple modifications. Recent works also focus on refining the temporal structures, e.g., with multiple temporal scales [38], higher temporal resolution [36], precise temporal boundaries [18], or using graph networks to model the temporal relations [51, 54]. In this work, we choose SSN as the FSAD base model. Note that we discard STPP and TAG, and only keep the completeness loss to simplify the algorithm without hurting the performance too much.

Semi-Supervised Learning. Most semi-supervised learning methods can be summarized as training the model to predict the pseudo label or produce a consistent output of the input with different augmentations. Pseudo label (or self-training) methods [17] require to convert model outputs into hard pseudo labels using a sharpening function and encourage the model to predict the pseudo labels with high confidence. Consistency-based methods [16, 42, 28] exploit the output of themselves or their time-average version as “soft label,” and make the model generate a consistent output when the input is randomly or adversari-
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2In this paper we use the terms “background” and “foreground” to indicate the spatial regions in each frame, and “action” and “non-action” denote the temporal frames.
ally augmented. FixMatch [40] combines pseudo-label and consistency-based methods into a simple yet effective algorithm. There are other regularizations, e.g., enforcing linearity [1] or minimizing entropy [11]. Some works apply weaker supervision in downstream areas [15, 22, 6, 34]. However, none of the SSL algorithms have been applied to the action detection problem. In this work, we try different types of SSL algorithms for action detection, including Mean Teacher [42], FixMatch [40], and MixMatch [1].

Object-Centric Action Understanding. Modern approaches for action recognition are built on top of deep models which take the whole frames as input to understand the action, e.g., 2D ConvNets [14, 12], two-stream ConvNets [39, 48], and 3D ConvNets [46, 31, 3]. Recent studies show that the action recognition models relying on the static appearance or the background scene, may degrade the recognition performance [56] or lead to biased decisions [7]. Since action is mainly characterized by the movement of foreground objects, we expect the deep models to focus on the foreground motion for better recognition. Other works have also verified the superiority of object-centric representations [24, 23, 49]. To this end, in order to better utilize unlabeled data in our task, we propose the UFA module to detect foreground. Previous approaches to foreground detection usually need large amount of labeled data [44, 45, 41, 5]. A recent work learns the foreground detector based on the assumption that foreground motion and background motion in the same frame are mutually independent [52], which may not hold for action videos, considering that background motion may be affected by foreground objects through camera motion. We take the camera motion into consideration and fix the drawback in previous assumption [52] by checking the neighboring frames.

Weakly-Supervised Action Detection. WSAD learns to predict the actionness score (the likelihood of a proposal being an action) with only video-level classification label. Popular WSAD methods can be categorized as top-down or bottom-up methods. Top-down methods [19, 25, 29, 47] first train a video-level classifier and then obtain the proposal actionness score from the temporal class activation map (TCAM). Bottom-up methods [26, 27, 37, 53] directly predict the actionness score from raw proposals and learn to classify the video whose feature is given by averaging proposal features weighted by actionness score. In this work we adopt the bottom-up pipeline to train models on weakly-labeled data. However, it is known that WSAD methods are prone to recognize non-action frames as action (i.e., action-context confusion) when non-action frames also contain the category-indicative information. To address this issue, Liu et al. [19] attempt to separate action and context with hard negative mining by assuming that context clips should be stationary. Shi et al. [35] separate action and context by modeling the feature-level distribution with a generative model. In this work, we design an information bottleneck to suppress the information in non-action frames.

3. Method

In temporal action detection, for a video $X$ with $T$ frames (either RGB or optical flow) $X = (x_t)_{t=1}^T$, we randomly sample $N$ proposals $(s_i, c_i)_{i=1}^N$, where $s_i$ and $c_i$ are the start and end time of the $i$-th proposal. Normally, we utilize a trainable backbone $g_b$ to extract features for each frame, $z_i = g_b(x_{s_i})$, and then obtain the feature $p_i$ for each proposal by average pooling

$$p_i = \frac{1}{c_i - s_i + 1} \sum_{t=s_i}^{c_i} z_i. \quad (1)$$

For fully-labeled data, each proposal $p_i$ has a class label $y_i \in \{0, 1, \cdots, C\}$, where $C$ is the total number of action categories and $y_i = 0$ indicates a non-action proposal, and a regression score $r_i \in \mathbb{R}^2$ for the start and end time. For weakly-labeled data, we only have the video-level class label $y \in \{1, \cdots, C\}$. No label is available for unlabeled data. We denote the subsets of labeled, weakly-labeled, and unlabeled data by $S$, $W$, and $U$, respectively. The basic pipeline under multi-level supervision is shown in Fig. 2.

3.1. Semi-Supervised Action Detection Baselines

We first build the SSAD baselines by integrating the Semi-Supervised Learning (SSL) algorithms into Fully-Supervised Action Detection (FSAD). We choose SSN [55] as the basic FSAD method. For SSL, we implement the state-of-the-art algorithms including Mean Teacher [42], MixMatch [1], and FixMatch [40] for our action detection setting. We briefly recap the aforementioned FSAD and SSL algorithms in the remainder of this section.

In SSN, we train a classification module $h_{cls}$ and a regression module $h_{reg}$ at proposal level, and in the meantime we also train a completeness module $h_{comp}$ to predict the proposal completeness (denoted by $c_i \in \{0, 1\}$), indicating whether the proposal $p_i$ is a complete action clip or not. A proposal is considered as incomplete ($c_i = 0$) if more than 80% of its own span is overlapped with an action clip, while its IoU with the clip is below 0.3. The total loss $L^S$ for the $i$-th proposal consists of three parts:

$$L^S(X) = L^S_{cls}(X) + \alpha^S_S L^S_{comp}(X) + \alpha^S_S L^S_{reg}(X), \quad (2)$$

where each loss is given by

$$L^S_{cls}(X) = -\frac{1}{N} \sum_{i=1}^{N} \log h_{cls}(y_i | p_i),$$

$$L^S_{comp}(X) = -\frac{1}{N} \sum_{i=1}^{N} \log h_{comp}(c_i | p_i; y_i),$$

$$L^S_{reg}(X) = \frac{1}{N} \sum_{i=1}^{N} \|h_{reg}(p_i; c_i) - r_i\|_1. \quad (3)$$
For unlabeled data, we adapt the unsupervised loss of each SSL algorithm for action detection problem:

\[
L^U(X) = L^U_{cls}(X) + \alpha_i^U L^U_{comp}(X) + \alpha^U L^U_{reg}(X).
\] (4)

In the next, we introduce the specific design of \(L^U_i(X)\) (\(* \in \{ "cls", "comp", "reg" \}\)) in each SSL algorithm.

**Mean Teacher** optimizes the output consistency between two different augmentations of the same instance. It uses an Exponential Moving Average (EMA) of the backbone to extract features for one of the augmented input. The unsupervised loss is given by

\[
L^U_i(X) = \frac{1}{N} \sum_{i=1}^{N} \ell_u(h_*(\tilde{p}_i), h_*(\tilde{p}^{EMA}_i)),
\] (5)

where \(h_*()\) indicates the output of corresponding module, \(\tilde{p}_i\) is the feature of the augmented proposal, and the EMA superscript indicates the feature is extracted with the EMA version of the backbone. Note that \(\tilde{p}_i\) and \(\tilde{p}^{EMA}_i\) come from different inputs because the augmentation is stochastic. \(\ell_u\) is the “distance” in the corresponding output space. We use KL divergence for classification and completeness scores, and \(L_1\) distance for regression scores.

**MixMatch** enforces a linear output between input points. Following MixMatch method to deal with unlabeled data, we first obtain the pseudo label \(\tilde{h}_*(\tilde{p}_i)\) for each proposal by sharpening the average output of \(K\) randomly augmented inputs, and then train the model on the mixed pseudo-labeled data with

\[
L^U_i(X) = \frac{1}{N} \sum_{i=1}^{N} \ell_u(h_*(M_\lambda(p_i, p'_i)), M_\lambda(\tilde{h}_*(\tilde{p}_i), \tilde{h}_*(\tilde{p}^*_i))).
\] (6)

where \(p'_i\) is a proposal randomly sampled from the dataset, and \(M_\lambda(\cdot, \cdot)\) is the mixup function which is basically a linear interpolation with weights \(\lambda\) and \(1 - \lambda\). \(\lambda\) is sampled from a Beta distribution \([1]\).

**FixMatch** combines consistency-based and pseudo-label methods. It takes the augmented input and trains the model to predict the pseudo label \(\tilde{h}_*(\tilde{p}_i)\):

\[
L^U_i(X) = \frac{1}{N} \sum_{i=1}^{N} \left( \max(\tilde{h}_*(\tilde{p}_i)) > \tau \right) \cdot \ell_u(h_*(\tilde{p}_i), \tilde{h}_*(\tilde{p}_i)).
\] (7)

The pseudo label is generated from the output of a weakly-augmented input. Note that we only train on pseudo labels with high confidence, \(i.e., \max(\tilde{h}_*(\tilde{p}_i)) > \tau\). Since this method does not apply to non-classification task such as regression, we do not add this term in \(L^U_{reg}\).

The overall objective for our proposed SSAD models is

\[
\mathcal{L} = \frac{1}{|S|} \sum_{X \in S} L^S(X) + \alpha^U \cdot \frac{1}{|U|} \sum_{X \in U} L^U_i(X).
\] (8)

In all SSL algorithms, we exploit both spatial and temporal augmentations for video data. For spatial augmentations, we apply random noise and horizontal flip to all the frames in each proposal. We also design three temporal augmentations: (i) **Temporal Resampling**: In Eq. 1 we obtain the proposal feature by average pooling. In practice, we only sample \(L\) frames from the proposal, and take the average of their features as an efficient estimation \([55]\). In Temporal Resampling, we resample \(L\) frames from the proposal and take the new average as an augmented feature. (ii) **Temporal Resolution**: Instead of sampling \(L\) frames from each proposal, we sample \(2L\) or \(L/2\) frames. (iii) **Temporal Flip**: The video is played backwards. For the weak augmentation in FixMatch, we employ only spatial augmentations without temporal ones. Please refer to supplementary for an evaluation of the augmentations.

### 3.2. Unsupervised Foreground Attention

The SSAD baseline is prone to miss part of the action (action incompleteness), as revealed by the error analysis in Fig. 1. Since actions are basically defined by the movement of foreground objects, our conjecture is that the model
We use a two-layer MLP for $\text{Att}_\phi(\cdot)$. To train UFA, we minimize the conditional mutual information:

$$
\min_\phi I(B_t, F_{t+1} | F_t) \\
\Leftrightarrow \min_\psi H(F_{t+1} | F_t) - H(F_{t+1} | F_t, B_t),
$$

(9)

where $H$ is the (conditional) entropy, and $F_t$ and $B_t$ are the random variables for foreground and background motion features. We denote their realizations by $\hat{f}_t$ and $\hat{b}_t$. When the input is optical flow, we directly extract motion feature from $\hat{z}_t$, as the flow itself already represents motion:

$$
\hat{f}_t = \text{Pool}(a_t \ast \hat{z}_t), \\
\hat{b}_t = \text{Pool}((1 - a_t) \ast \hat{z}_t).
$$

(10)

When the input is RGB frame, we use the difference between two consecutive frame features as the motion feature

$$
\hat{f}_t = \text{Pool}(a_t \ast (\hat{z}_{t+1} - \hat{z}_t)), \\
\hat{b}_t = \text{Pool}((1 - a_t) \ast (\hat{z}_{t+1} - \hat{z}_t)).
$$

(11)

To optimize Eq. 9, we need an estimation of the entropy. If we assume the feature distributions are Gaussian, we have

$$
H(F_{t+1} | F_t, B_t) \propto \log E_{(t, b_t, f_{t+1})} \| f_{t+1} - E(F_{t+1} | f_t, b_t) \|^2,
$$

$$
H(F_{t+1} | F_t) \propto \log E_{(t, f_{t+1})} \| f_{t+1} - E(F_{t+1} | f_t) \|^2.
$$

(12)

Therefore, we first train two predictors (two-layer MLP) $u_\psi$ and $u_\zeta$ to approximate the conditional estimation:

$$
\psi^* = \arg \min_\psi E_{(t, f_t, f_{t+1})} \| f_{t+1} - u_\psi(f_t, b_t) \|^2,
$$

$$
\zeta^* = \arg \min_\zeta E_{(t, f_{t+1})} \| f_{t+1} - u_\zeta(f_t) \|^2,
$$

(13)

and then train UFA by optimizing

$$
\min_\phi \log \frac{E_{(t, f_t, f_{t+1})} \| f_{t+1} - u_\zeta(f_t) \|^2}{E_{(t, f_t, f_{t+1})} \| f_{t+1} - u_\psi(f_t, b_t) \|^2}.
$$

(14)

In practice, we update $\psi, \zeta, \phi$ simultaneously to avoid the bi-level optimization. With our UFA module, we reduce the action incompleteness error and improve the performance of SSAD baselines for free (Sec. 4.3).

### 3.3. Omni-Supervised Action Detection with Information Bottleneck

Now we add weakly-labeled data to train the model with three levels of supervision, and form Omni-Supervised Action Detection (OSAD). For fully labeled and unlabeled data, we minimize $L^S(X)$ and $L^U(X)$ as introduced in Sec. 3.1. For weakly-labeled data, we optimize a video-level classification loss $L^W(X)$ which is given by

$$
L^W(X) = -\log h_{clx}(y | X),
$$

(15)
where $h_{cls}(y|X)$ is the video-level classification score given by the weighted average of the proposal classification scores

$$h_{cls}(y|X) = \frac{\sum_{i=1}^{N} \lambda_i h_{cls}(y|p_i)}{\sum_{i=1}^{N} \lambda_i},$$

where $\lambda_i = 1 - h_{cls}(y = 0|p_i)$ is the probability of $p_i$ being an action. Then the overall loss for OSAD baseline is

$$L = \frac{1}{|S|} \sum_{X \in S} L^S(X) + \alpha^U \frac{1}{|U|} \sum_{X \in U} L^U(X) + \alpha^W \frac{1}{|W|} \sum_{X \in W} L^W(X).$$

However, the OSAD baseline is prone to classify non-action frames as action frames (action-context confusion), as shown in Fig. 1. This issue is common when learning action detection from weakly-labeled data [19, 35]. Ideally, the recognition model is expected to classify the weakly-labeled videos based on action information (e.g. swimming) which could also benefit the action detection task. However, the model tends to take a “shortcut” instead and learns to classify action based on the scene information (e.g. the swimming pool), which would disrupt the detection by mistaking non-action frames with scenes for action frames. Now the question is, how can we filter out the scene information by penalizing all the information extracted from non-action frames.

Assuming the feature distribution to be Gaussian, the information of non-action frames can be extracted by

$$I \propto \log E_X \left\{ \frac{1}{\sum_{i} \lambda_i} \sum_{i} \lambda_i \| p_i - \sum_{i} \lambda_i \mu_{p_i} \|_2^2 \right\},$$

where $\lambda_i = h_{cls}(y = 0|p_i)$ is the likelihood of being a non-action proposal. Then we add this term into $L^W$. Note that we also add a normalization term to avoid a trivial solution. The final loss on weakly-labeled data is

$$L^W(X) = -\log h_{cls}(y|X) + \alpha^W \log \frac{\sum_{i} \lambda_i \| p_i - \sum_{i} \lambda_i \mu_{p_i} \|_2^2}{\sum_{i} \lambda_i \| p_i \|_2^2}.$$

Intuitively, this is an explicit information bottleneck (IB) [43], where we maximize the (action) information about the classification label and meanwhile minimize the (scene) information about the non-action input frames.

4. Experiments

4.1. Datasets and Metrics

We evaluate SSAD and OSAD models on two standard benchmarks, THUMOS14 [13] and ActivityNet1.2 [2].

**THUMOS14** consists of videos from 20 action classes. We follow the literature to train on validation set of 200 videos and evaluate on test set of 212 videos. This dataset has a fine level annotation of action. On average, each video lasts 3 minutes and contains 15.5 action clips. Duration of action instances varies from several seconds to minutes.

**ActivityNet1.2** contains ~ 10k videos from 100 classes. Each video has an average of 1.5 action clips. Following the literature, we train our model on training set of 4819 videos and evaluate on validation set of 2383 videos.

### Data Split

Both datasets are originally used in fully-supervised action detection, and we need to create labeled/unlabeled data splits for our SSAD task. We create the data splits by randomly sampling fully-labeled data in a specific ratio, and treat the rest as unlabeled data. The same process is also applied for creating three disjoint splits in OSAD task. We also have a sanity check to show that the random sampling will not affect the performance significantly as long as the ratio of each split is fixed (see Sec. 4.3).

### Evaluation Metrics

Following the standard evaluation protocol, we report mean Average Precision (mAP) at different intersection over union (IoU) thresholds. We use {0.5, 0.6, 0.7} and 2 frames in [0.3, 0.5, 0.7, 0.9] as the IoU thresholds for THUMOS14, and {0.5, 0.75, 0.95} for ActivityNet1.2. We also report the average mAP over thresholds [0.5 : 0.05 : 0.95].

<table>
<thead>
<tr>
<th>Data Split</th>
<th>split #1</th>
<th>split #2</th>
<th>split #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>MT</td>
<td>11.49</td>
<td>11.41</td>
<td>11.36</td>
</tr>
<tr>
<td>MixMatch</td>
<td>11.05</td>
<td>11.03</td>
<td>11.08</td>
</tr>
<tr>
<td>FixMatch</td>
<td>11.88</td>
<td>11.89</td>
<td>11.97</td>
</tr>
</tbody>
</table>

### 4.2. Implementation Details

**Input**. We use RGB and optical flow as two separate input streams. RGB frames are sampled at 25fps for THUMOS14 and 3fps for ActivityNet1.2. Then optical flow is extracted from RGB frames using TV-L1 algorithm [30]. During training, we use sliding window to generate proposals of various durations. Then we sample 5 frames from each proposal by uniformly dividing the proposal into 5 segments and randomly sampling one frame from each segment. Features are extracted from each frame and averaged as the proposal feature. Following SSN [55], we additionally sample 2 frames in $[s_i - \frac{2}{3}, s_i]$ and 2 frames in $[e_i, e_i + \frac{2}{3}]$ to include the temporal context when predicting completeness or regression scores.

**Backbone Model**. We use BNInception [14] as the classification backbone architecture in SSN, and replace the feature pyramid (STPP) in the original SSN algorithm with a simple temporal pooling. We also adopt sliding window instead of TAG for proposal sampling because TAG needs
pretraining on unavailable labeled data.

**Error Analysis.** We consider three common types of errors: 1) **Action incompleteness:** missing parts of action; 2) **Misclassification:** incorrect action classification; 3) **Action-context confusion:** recognizing non-action frames as action. Error analysis results are shown in Fig. 1 where Mixmatch is used in both SSAD and OSAD models.

**Hyperparameters.** Please refer to the supplementary.

### 4.3. Semi-Supervised Action Detection

Before evaluating SSAD models, we first have a sanity check to show that randomly sampling in creating data splits will not greatly affect the result. We randomly sample 10% labeled data from ActivityNet1.2 for three times and test the results of SSAD baselines with three SSL algorithms. As shown in Table 1, the fluctuation in mAP@AVG is less than 0.1, so we experiment in a fixed random split.

Table 2 shows the performance of SSAD models on THUMOS14. Since each class only has 10 videos in THUMOS14, it will be more like a “few-shot” setting (1 video per class) if we choose the split of 10% labeled data which is normally adopted in SSL community. Thus, we test on the data split of 50% / 50% (labeled / unlabeled). We also report the result with 100% labeled data for reference. As we can see, the SSAD baselines barely improve the performance over supervised-only model due to the action incompleteness issue (Fig. 1). The FixMatch and MT methods even slightly degrade the precision. When adding the UFA module, we improve the SSAD baselines by a large margin and fill in half the result gap between 50% supervised and 100% supervised models with no extra labels.

SSAD results on ActivityNet1.2 are shown in Table 3. We test on the data split of 10% / 90% (labeled / unlabeled) as an usual practice in SSL. Similar to THUMOS14, we observe no improvement in Mean Teacher and MixMatch baselines, and an improvement of 0.5% in FixMatch baseline. Our proposed UFA brings an accuracy boost of 0.5%-1% on average for all the three SSAD baselines.

We further ablate the proposed UFA module, and compare it with a simple Gaussian attention and a state-of-the-art unsupervised foreground detection method called CIS [52]. The Gaussian attention is a simple baseline which utilizes a Gaussian distribution centered in the image as a fixed attention map. CIS learns to detect foreground based on the assumption of independence between foreground and background motion in the same frame, which neglects the factor of camera motion. As shown in Table 4, Gaussian and CIS have slight or even no improvement over the baseline without attention. For an intuitive understanding, we also visualize the attention map from both CIS and our UFA in Fig 4. As expected, our UFA module exhibits more clear foreground attention while suppressing the background, and further helps recognize complete action.

**Table 2:** Performance of SSAD models under 50% supervision on THUMOS14. We report results of supervised-only (Sup) model, as well as SSAD baselines with Mean Teacher (MT), MixMatch and FixMatch, with or without UFA. We also list the results under 100% supervision as reference.

<table>
<thead>
<tr>
<th>Method</th>
<th>UFA 0.3</th>
<th>UFA 0.4</th>
<th>UFA 0.5</th>
<th>UFA 0.6</th>
<th>UFA 0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sup (100%)</td>
<td>51.48</td>
<td>40.40</td>
<td>28.45</td>
<td>16.88</td>
<td>7.77</td>
</tr>
<tr>
<td>Sup</td>
<td>45.37</td>
<td>35.03</td>
<td>24.74</td>
<td>14.66</td>
<td>6.45</td>
</tr>
<tr>
<td>MT</td>
<td>G</td>
<td>45.47</td>
<td>35.52</td>
<td>25.43</td>
<td>15.35</td>
</tr>
<tr>
<td>MixMatch</td>
<td></td>
<td>45.74</td>
<td>34.62</td>
<td>24.62</td>
<td>14.90</td>
</tr>
<tr>
<td>FixMatch</td>
<td></td>
<td>44.79</td>
<td>35.80</td>
<td>24.79</td>
<td>14.76</td>
</tr>
</tbody>
</table>

**Table 3:** Performance of SSAD models under 10% supervision on ActivityNet1.2 (the same setting as THUMOS14).

<table>
<thead>
<tr>
<th>Method</th>
<th>UFA 0.5</th>
<th>UFA 0.75</th>
<th>UFA 0.95</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sup (100%)</td>
<td>32.88</td>
<td>18.84</td>
<td>3.03</td>
<td>19.44</td>
</tr>
<tr>
<td>Sup</td>
<td>18.30</td>
<td>11.47</td>
<td>1.61</td>
<td>11.29</td>
</tr>
<tr>
<td>MT</td>
<td>G</td>
<td>18.71</td>
<td>11.55</td>
<td>1.55</td>
</tr>
<tr>
<td>MixMatch</td>
<td></td>
<td>19.11</td>
<td>11.75</td>
<td>1.63</td>
</tr>
<tr>
<td>FixMatch</td>
<td></td>
<td>17.84</td>
<td>11.27</td>
<td>1.61</td>
</tr>
</tbody>
</table>

**Table 4:** Comparison of different attention schemes. Here we report the performance of SSAD models with Mixmatch under 50% supervision on THUMOS14.

<table>
<thead>
<tr>
<th>Method</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o att</td>
<td>44.79</td>
<td>35.80</td>
<td>24.79</td>
<td>14.76</td>
<td>6.60</td>
</tr>
<tr>
<td>Gaussian</td>
<td>45.04</td>
<td>35.78</td>
<td>24.59</td>
<td>14.84</td>
<td>6.55</td>
</tr>
<tr>
<td>CIS</td>
<td>44.88</td>
<td>35.85</td>
<td>25.01</td>
<td>15.04</td>
<td>6.46</td>
</tr>
<tr>
<td>UFA (ours)</td>
<td><strong>45.65</strong></td>
<td><strong>36.43</strong></td>
<td><strong>26.18</strong></td>
<td><strong>15.52</strong></td>
<td><strong>7.10</strong></td>
</tr>
</tbody>
</table>
4.4. Omni-Supervised Action Detection

We evaluate the OSAD models on two sets of data splits, 1:2:7 and 1:4:5 (fully-/weakly-/un-labeled), on both datasets. In all experiments, we unify the experimental setting of using Mixmatch on unlabeled data with UFA. Table 5 shows the OSAD results on THUMOS14. With weakly-labeled data, the OSAD baseline brings a significant improvement over the SSAD model. The final model OSAD-IB further boosts the accuracy.

The OSAD results on ActivityNet1.2 are shown in Table 6. Notably, introducing weakly-labeled data in the OSAD baseline only has a small impact compared to SSAD, due to the action-context confusion. With the proposed IB added to our full OSAD-IB model, the action-context confusion issue is reduced and a better performance is obtained.

4.5. Multi-Level Supervision is More Efficient

Practically, when confronting a specific application scenario, as a first step we need to collect and annotate some training data. Suppose we have a fixed annotation budget which allows annotating limited amount of data, then designing the best annotation policy to maximize the detection performance is particularly useful. To be more specific, we need to decide whether to annotate more less-expensive weak data, or less more-expensive data with full supervision, or adopt a mixed strategy. We simulate this scenario on THUMOS14 to explore different annotation strategies and show the benefit of multi-level supervision.

As estimated from our user studies, the ratio of full and weak annotation cost on THUMOS14 is about 8 : 1 (see supplementary). If we assume the weak annotation costs 1 time unit for each video, then the cost of fully annotating all 200 videos in THUMOS14 would be 1600 units. We assume only a 20% budget is available, i.e., 1600 × 0.2 = 320 units. We test three annotation policies: 1) Full: use all the budget on full supervision; 2) Weak: use all the budget on weak supervision, then on full supervision if there is any left; 3) Mixed: trade-off between Full and Weak.

From Table 7, we observe that the Weak policy gives the worst result, which means full supervision is very important. However, spending all the budget on full supervision is also suboptimal in terms of results, and the best strategy is mixing full and weak supervision. The performance reaches a peak at |S| : |W| = 15% : 40%, suggesting that multi-level supervision is more efficient than the common strategy with only full or weak supervision.

5. Conclusion

In this work we explore multi-level supervision in temporal action detection. We first introduce the semi-supervised action detection (SSAD) task to learn with both fully-labeled and unlabeled videos. We build SSAD baselines by combining the fully-supervised action detection backbone with state-of-the-art semi-supervised learning algorithms. An unsupervised foreground attention (UFA) module is proposed to alleviate the action incompleteness issue in SSAD baselines by extracting object-centric features. Then we study the task of omni-supervised action detection (OSAD) where weakly-labeled videos are further incorporated. To resolve the action-context confusion in OSAD baselines, we design an information bottleneck (IB) to filter out scene information while keeping the action information, so that action is better distinguished from context frames. We conduct extensive experiments on SSAD and OSAD baselines, as well as the proposed UFA and IB methods, showing their effectiveness. We further show the advantage of multi-level supervision over single supervision under a realistic scenario with a fixed annotation budget.
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