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Abstract

We propose a versatile deep image compression network
based on Spatial Feature Transform (SFT) [45], which takes
a source image and a corresponding quality map as inputs
and produce a compressed image with variable rates. Our
model covers a wide range of compression rates using a
single model, which is controlled by arbitrary pixel-wise
quality maps. In addition, the proposed framework allows
us to perform task-aware image compressions for various
tasks, e.g., classification, by efficiently estimating optimized
quality maps specific to target tasks for our encoding net-
work. This is even possible with a pretrained network with-
out learning separate models for individual tasks. Our al-
gorithm achieves outstanding rate-distortion trade-off com-
pared to the approaches based on multiple models that are
optimized separately for several different target rates. At
the same level of compression, the proposed approach suc-
cessfully improves performance on image classification and
text region quality preservation via task-aware quality map
estimation without additional model training. The code is
available at the project website1.

1. Introduction
Image compression has been studied actively for decades

and has recently become more critical with exploding use
of mobile devices for capturing and sharing images. Lossy
image compression is a particularly useful technique in this
trend since it reduces required space and transmission cost
significantly at the expense of quality of reconstructed im-
ages. The techniques based on deep learning [5, 6, 11, 18,
23–25, 28–31, 43, 46, 47] have started to outperform tra-
ditional codecs including JPEG [36], JPEG2000 [42] and
BPG [8]. Many learning-based approaches adopt autoen-
coder networks for coding nonlinear transformation and op-
timizing rate-distortion trade-off [13]. They have arisen
as new candidates for next generation image compression

1https://github.com/micmic123/QmapCompression
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Figure 1. The proposed framework. (a) Our compression model
takes a quality map as an input along with an image. The com-
pression for the image is conditioned on the quality map, which
indicates pixel-wise importance. (b) Task-aware compression at
test time via non-uniform quality map. One can create a quality
map manually or use an output of a pretrained task model (e.g.,
object detection results). (c) A task-aware quality map from pre-
trained models can be estimated at encoding phase by minimizing
rate-task loss for the quality map without fine-tuning the models.

standards due to their high performance and applicability
compared to the traditional hand-engineered codecs.

The rate-distortion optimization in learned lossy image
compression methods is realized by minimizing a combined
loss function based on compression ratio and distortion be-
tween an original and a corresponding output image. For
the objective function, most of existing algorithms rely on a
uniform compression ratio over image space. However, all
pixels in an image are not equally important and a spatially-
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Figure 2. Compression results with various quality maps using our model. All images are obtained by the same model. Except for uniform
quality maps (2nd and 6th column), the quality maps are inferred by optimizing the rate-task loss. The numbers in each quality map
denote bits per pixel (bpp)/PSNR (dB)/MS-SSIM/classification result of the corresponding reconstructed image. Results by two different
uniform maps show that our model adapts well at a wide range of bitrate. The rest of the results show that our model can be adjusted to
desired task without additional training of the model. For example, one with classification-aware quality map (5th column) only succeeds
in classification among all reconstructed images with similar bpp, while having the worst PSNR and MS-SSIM. Qualitatively, it maintains
the quality of discriminative regions for bird recognition, e.g., an eye, at the expense of the quality in other regions.

adaptive image compression by identifying regions of inter-
est (ROIs) would be desirable for better performance. On
the other hand, existing models are typically optimized for
a single target compression rate and their extensions to mul-
tiple rates are not straightforward.

This paper introduces a variable-rate image compression
network based on an importance map with spatially adap-
tive continuous values. Specifically, we optimize the objec-
tive function pertaining to rate-distortion trade-off, where
image distortion is constrained by a 2D real-valued qual-
ity map that defines pixel-wise weight for computing mean
squared errors (MSEs). The proposed approach employs
spatially-adaptive affine transform modules, which perform
pixel-wise feature transformations and result in compressed
images guided by a quality map. Note that our model en-
ables us to compress images with arbitrary compression
rates and obtain compressed images with spatially-varying
quality given by quality maps. In addition to the flexibility
of image compression, we also propose a technique to au-
tomatically generate task-aware quality maps by backprop-
agation without retraining the models and construct com-
pressed images optimized for target tasks.

Compared to the existing adaptive image compression
techniques based on variable rates and ROIs [2, 3, 9, 11, 12,
18,27,43,46], the proposed framework is much more flexi-

ble and generalizable. The variable-rate models [11, 12, 46]
have shown comparable performance with single-rate coun-
terparts. However, Yang et al. [46] handle only a few dis-
crete levels of compression using an autoencoder. Choi et
al. [11] and Cui et al. [12] have proposed continuously
variable-rate models, but improper selection of quantiza-
tion bin size leads to a degradation of rate-distortion per-
formance [11]. More importantly, all of these methods do
not consider explicit spatial importance for image compres-
sion. A variable-rate approach based on a recurrent neu-
ral network (RNN) [18] evaluates the distortion of individ-
ual patches in a source image to compute weighted distor-
tion. However, it makes the quality of each patch roughly
uniform, and realizes spatial adaptiveness by introducing
a post-processing for dynamic bit allocation. Minnen et
al. [32] allows coarse (per-patch) quality variation, but suf-
fers from slow coding speed and low quality compared to
recent methods. On the other hand, there exist ROI-based
compression methods that reflect the given pixel-wise im-
portance [2, 3, 9, 27], but they are limited to taking a binary
mask and compressing images with predefined discrete lev-
els, too.

Figure 1 illustrates the proposed framework for training
and inference. The main contributions of our approach are
summarized as follows:
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• We propose a variable-rate image compression algo-
rithm conditioned on a real-valued quality map, which
guides an efficient bit allocations across pixels within
an input image.

• We design an effective network architecture based on
spatially-adaptive feature transform, which takes ad-
vantage of spatial information as a prior, for our con-
ditioned image compression. Our model even excels
the compression performance of fixed-rate models in a
practical range of bitrates.

• We introduce a method to estimate task-specific qual-
ity map for image compression at test time. The in-
ferred quality maps are efficient to acquire and effec-
tive to achieve good performance in the target task.

The rest of the paper is organized as follows. Section 2
reviews related literatures on deep image compression and
Section 3 presents the proposed method in detail. We show
experimental results and analysis in Section 4.

2. Related work
This section first discusses basic image compression

techniques based on deep neural networks, and presents two
kinds of adaptive models including variable-rate compres-
sion and ROI-guided compression. Then, we describe tech-
niques about spatially-adaptive affine transform, which is
closely related to the main component in our algorithm.

2.1. Deep image compression

Deep image compression models learn to minimize dis-
tortion between a pair of a source image and a reconstructed
image while maximizing the likelihood of the quantized
latent representation for low entropy coding cost (bitrate).
The trade-off between the rate and the distortion is con-
trolled by a Lagrange multiplier λ [13], but most of existing
works [1,4–6,23–25,28–31,37,44,47] are limited to learn-
ing for a fixed value of λ and obtaining only a single point
in a rate-distortion curve for each trained model. Various
methods have been proposed to improve the rate-distortion
trade-off. For example, [5, 23, 28, 31, 32, 37] incorporate
entropy prediction of learned representations based on con-
text during training, and [24, 25, 28] employ importance
maps internally for dynamic bit allocation of latent repre-
sentations. Some approaches introduce additional models
for hyper-prior, which provide side information for a condi-
tional entropy model [6, 23, 30].

2.2. Variable-rate compression

There exist a handful of image compression approaches
to support variable-rates using a single model [11,12,18,43,
46]. Early methods [18,43] employ RNNs, where the num-
ber of iterations are used to control target rates. However,

their processing time for encoding and decoding increases
as image quality gets higher, which makes the methods im-
practical. More recent works [11, 12, 46] adopt multiple
Lagrangian multiplier values λ to define the loss function
and allow trained models to handle multiple rate-distortion
trade-offs using feature transformations depending on λ’s.
Specifically, [46] presents an image compression network
based on an autoencoder that supports multiple discrete lev-
els of compression rate. Choi et al. [11] select quantization
bin sizes in multiple discrete levels to approximate real-
valued rates. However, it is not straightforward to deter-
mine the discrete levels and the bin sizes, which makes the
quality of output images suboptimal. On the other hand,
Cui et al. [12] modulates compression rates continuously
via interpolation of the learned parameters in a pretrained
discrete variable rate model. All these aforementioned ap-
proaches commonly adopt channel-wise affine transform
conditioned on Lagrange multipliers and show comparable
accuracy with single-rate models trained independently.

2.3. ROI-based compression

ROI-based models for image compression take a binary
mask as an additional input to maintain higher reconstruc-
tion quality in the ROI while ignoring or discounting other
areas [2, 3, 9, 27]. Agustsson et al. [2] synthesizes unim-
portant regions using a semantic label map using a gener-
ative adversarial network (GAN) to achieve extremely low
bitrates. Another GAN-based method [27] minimizes the
MSE of important regions directly while reducing the dis-
tortion of remaining parts indirectly using a feature match-
ing loss for the entire image. Cai et al. [9] present a similar
approach based on MS-SSIM as a distortion metric, where
they train the model to predict ROI in a supervised manner.
Akutsu et al. [3] employ weighted MS-SSIM conditioned
on ROI masks with specific target distortion values. It is
worth noting that, to our knowledge, all existing ROI-based
models are limited to using binary masks.

2.4. Spatially-adaptive affine transform

The adaptive feature transformation applies a transfor-
mation with affine parameters dynamically generated from
an external information. After the adaptive instance nor-
malization [16] have been proposed for style transfer, [20,
33,45] extend this idea to spatially-varying affine transform
(denormalization) with element-wise distinction for super-
resolution, semantic image synthesis, and denoising. Un-
like [20,33], spatial feature transform (SFT) [45] modulates
intermediate feature maps of a network without normaliza-
tion. All these works rely on the external inputs when gen-
erating the spatially-varying parameters. On the other hand,
our approach employs the original input of the network in
addition to the external information for SFT.
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Figure 3. High-level architecture of our model. To perform effec-
tive compression conditioned on the quality map, we introduce the
condition networks to the compression model.

3. Image Compression Guided by Quality Map
This section presents our main idea of variable-rate im-

age compression via spatially-adaptive feature transform
guided by a pixel-wise quality map.

3.1. Overview

The proposed algorithm is a generalized and integrated
version of ROI-based and variable-rate image compression
methods. For a source image x = [xi]i=1:N , our model
takes a quality map m = [mi]i=1:N (mi ∈ [0, 1]) as its side
information to reflect spatial importance of x. The qual-
ity map m defines pixel-wise quality levels after compres-
sion. As in the standard image compression approaches, our
model consists of three primary components, an encoder, a
quantizer, and a decoder. The encoder transforms x con-
ditioned on m to a latent representation y, which is then
quantized to ŷ by the quantizer. Since rounding operation
for quantized values is non-differentiable, it is relaxed to
a differentiable alternative—additive uniform noise [5]—
during training. After the quantization, an entropy coding,
e.g., arithmetic coding [38], is performed on ŷ to save it as
a lossless bitstream. For reconstruction, the decoder gener-
ates a reconstructed image x′ from ŷ.

Figure 3 depicts the high-level concept of the proposed
model. The unique components in our approach are the con-
dition networks, which are designed to utilize quality maps
effectively. We will make detailed discussion about the ar-
chitecture of our model in Section 3.4.

3.2. Rate-distortion loss

The goal of lossy image compression is to minimize the
length of the bitstream and the distortion between x and x′

concurrently. This objective raises an optimization problem
of minimizing R+ λD, where a Lagrange multiplier λ of a
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Figure 4. Illustration of Spatial Feature Transform (SFT) layer [45]
and residual block we implement, which are related to [33]. The
SFT layer takes an intermediate feature of previous layer and a
prior condition to produce element-wise scaling and shifting pa-
rameters γ and β. As a result, the element-wise affine transforma-
tion is performed to the feature.

fixed value determines the trade-off between the rate R and
the distortion D. On the other hand, our model achieves the
variable-rate compression by minimizing R + ΛT D, where
Λ = [λi]i=1:N ∈ RN is now a vector of Lagrange mul-
tipliers varied by the quality map m instead of a constant
scalar while the vectorized distortion D ∈ RN measures
each pixel’s distortion. Each element λi in Λ is determined
by a corresponding mi by a predefined and monotonically
increasing function T : [0, 1] → R+, i.e., λi = T (mi).
In other words, the higher quality level mi is, the higher
weight λi is for the distortion term of the corresponding
pixel xi. This framework leads to an explicit control over
spatial bit allocation guided by m.

The estimation of rate R requires to learn an entropy
model P conditioned on m, which outputs the likelihood
of the given representation ŷ, and replace R by an approx-
imate entropy. By choosing squared error as the distortion
metric, the training loss of the proposed spatially-adaptive
variable-rate image compression model is given by

L = − logP (ŷ|m) +

N∑
i

λi
(xi − x′i)2

N
. (1)

Note that a spatially uniform quality map regularizes the
standard rate-distortion optimization with a single scalar λ.

3.3. Spatially-adaptive feature transform

Our network is characterized by Spatial Feature Trans-
form (SFT) module [45], for which a condition network
generates its appropriate inputs using an external prior. We
design the specialized SFT modules to image compression,
which effectively reflects a quality map for generating de-

2383



𝒉𝒂,𝒄

𝒉𝒔

C
o

n
v-

4
8

SF
T

G
D

N

C
o

n
v-

9
6

 ↓
2

SF
T

G
D

N

C
o

n
v-

1
9

2
 ↓

2

SF
T

G
D

N

C
o

n
v-

1
9

2
 ↓

2

SF
T

G
D

N

C
o

n
v-

1
9

2
 ↓

2

SF
T 

R
es

b
lk

SF
T 

R
es

b
lk

C
o

n
v-

1
9

2

SF
T

LR
eL

U

C
o

n
v-

1
9

2
 ↓

2

SF
T

LR
eL

U

C
o

n
v-

1
9

2
 ↓

2

SF
T 

R
es

b
lk

SF
T 

R
es

b
lk

↓2 ↓2 ↓2 ↓2 ↓2 ↓2

Q

EC

ED

C
o

n
v-

1
9

2
 ↑

2

LR
eL

U

C
o

n
v-

2
8

8
 ↑

2

LR
eL

U

SF
T 

R
es

b
lk

SF
T 

R
es

b
lk

C
o

n
v-

1
9

2
 ↑

2

SF
T

G
D

N

C
o

n
v-

1
9

2
 ↑

2

SF
T

G
D

N

C
o

n
v-

9
6

 ↑
2

SF
T

G
D

N

C
o

n
v-

4
8

 ↑
2

SF
T

G
D

N

C
o

n
v-

3

C
o

n
v-

3
8

4

Q

EC

↑2↑2↑2↑2

(𝜇, 𝜎)

G
au

ss
ia

n
En

tr
o

p
y 

M
o

d
el

Fa
ct

o
ri

ze
d

En
tr

o
p

y 
M

o
d

el

𝒚 𝒛

𝒘

ෝ𝒚 ො𝒛

ෝ𝒚

ො𝒛

𝐦

f

Bits Bits

C
o

n
v-

9
6
↑

2

LR
eL

U

C
o

n
v-

4
8
↑

2

LR
eL

U

C
o

n
v-

4
8

C
o

n
v-

2
5

6

LR
eL

U

C
o

n
v-

1
2

8

LR
eL

U

C
o

n
v-

6
4

= ↓2

C
o

n
v-

6
4
↓

2

LR
eL

U

C
o

n
v-

6
4

x1
x1

=

C
o

n
v-

6
4
↑

2

LR
eL

U

C
o

n
v-

6
4

x1
x1

↑2 =
Concat.=

Avg. pooling=

𝒈𝒂

𝒈𝒔

𝒉𝒂

𝒈𝒂,𝒄

𝒈𝒔,𝒄

Quality Map 𝐦

Input Image 𝒙

Reconstructed Image 𝒙′

𝒇𝒄

ED

Figure 5. The network architecture of the proposed model. We insert the SFT layers into the convolutional autoencoder, and utilize several
condition networks to generate prior condition features from the input image and the quality map. Each of the encoder ga, the hyper-
encoder ha, and the decoder gs has its own conditon network ga,c, ha,c and gs,c, respectively. Note that hs indicates the hyper-decoder.
We use 3 × 3 kernels for the convolution layers in the condition networks and the SFT modules, and 5 × 5 kernels for others. We adopt
a simplified version of generalized divisive normalization (GDN) and inverse GDN (IGDN) [17] in our network. EC and ED denote the
entropy coding and entropy decoding, respectively.

sirable compressed representations. Figure 4 illustrates the
revised structure of our SFT module. Note that the SFT
module learns to generate a set of element-wise affine pa-
rameters (γ, β) for an intermediate feature map f , depend-
ing on an external condition Ψ; the SFT layer learns a map-
ping function ζ : Ψ 7→ (γ, β). Within the layer, a feature
transformation is given by

SFT(f ,Ψ) = γ � f + β, (2)

where � denotes element-wise multiplication.
In the earlier work of SFT [45], all SFT layers share a

condition network and employ only the external informa-
tion, i.e., m in our case, as the external prior. In our algo-
rithm, the image compression components such as encoder
and decoder adopt their own condition networks, which take
the inputs of the components in addition to the external prior
and generate suitable spatial importance conditions Ψ for
the SFT modules. Moreover, we incorporate the hierarchi-
cal SFT layers with progressive downsampling (or upsam-
pling) of the condition features. Also, we transform the con-
dition features to a proper size using convolutions instead of
simple methods such as average pooling [20] and nearest-
neighbor downsampling [33]. These adjustments turns out
to improve the capacity of our model and leads to perfor-
mance gain.

3.4. Network architecture and pipeline

Figure 5 demonstrates the proposed architecture derived
from the Mean & Scale (M&S) Hyperprior model [30].
Among several variations of the models introduced in [30],
we choose the non-autoregressive version without a context
model for our entropy model P . On top of the baseline net-
work, our approach incorporates a condition network with
multiple SFT modules for each of the three components—
encoder, decoder, and hyper-encoder, where an SFT module
is given a Ψ produced by the matching condition network.
We present the detailed procedure of our network designed
for image compression in the following.

We first encode an image x using an encoder ga(·, ·) and
a condition network ga,c(·, ·) given a quality map m and
generate a latent representation y, which is given by

y = ga(x,Ψ1), where Ψ1 = ga,c(x,m). (3)

The spatially-adaptive quality information is captured in y.
A hyper-encoder ha(·, ·) generates an image-specific side-
information z from the latent representation y, where an-
other condition network ha,c(·, ·) is applied to (y,m) and
produces a condition variable Ψ2 as follows:

z = ha(y,Ψ2), where Ψ2 = ha,c(y,m). (4)
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Figure 6. (a) PNSR comparison to baseline methods on the Kodak dataset. Mean & Scale (M&S) Hyperprior model without context
model [30] is our counterpart single-rate model. (b) Classification accuracy comparison on the ImageNet dataset using inferred qualtiy
maps and uniform quality maps. The gray lines indicate the accuracies for the original images. When we optimize the rate-classification loss
three and five times with randomly initialized quality maps, the run times are 0.37 and 0.65 seconds in average, respectively. We obtain the
rate-accuracy curves for the optimized quality maps by varying the weight of the cross-entropy loss. As an alternative of the optimization,
we adopt Grad-CAM [40] without the ground-truth label as a quality map. (c) Ablation study results. W/O Convolutional Scaling (CS)
means the replacement of the convolution layers with average pooling for scaling the intermediate features in the condition networks. In
the case of W/O Source Conditioning (SC), all condition networks take only the external inputs, i.e., Ψ1 = ga,c(m),Ψ2 = ha,c(m), and
Ψ3 = gs,c(w). Lastly, for W/O SFT, we eliminate all the SFT layers and feed the condition features to the preceding convolution layers.

Note that z captures the spatial dependencies in the quan-
tized latent representation ŷ = Q(y) and models the prob-
ability of ŷ conditionally. Then quantized side information
ẑ = Q(z) is forwarded to the hyper-decoder hs(·) to draw
the parameters (µ, σ) of a Gaussian entropy model, which
approximates the distribution of ŷ.

For reconstructing the image, a decoder gs(·, ·) oper-
ates on ŷ and the output of the condition network gs,c(·, ·),
which is given by

x′ = gs(ŷ,Ψ3), where Ψ3 = gs,c(ŷ,w). (5)

Note that a resizing (upsampling) network fc(·) is applied
to ẑ to obtain a surrogate w of a quality map m since m
may not be available in the decoder side but ẑ maintains the
spatial importance information.

3.5. Task-aware image compression

The proposed algorithm provides task-aware image com-
pression capability, which can be done by estimating a task-
specific quality map using a pretrained task model at encod-
ing time. Given a task loss function Ltask, the optimal task-
specific quality map m∗ is given by the following objective:

m∗ = arg min
m

P (ŷ|m) + λLtask, (6)

where λ is a Lagrange multiplier for rate-task trade-off con-
trol. Since each element of m is in [0, 1], the optimization
is simply realized by the standard backpropagation.

The pretrained task model can be any network for arbi-
trary tasks even including the third-party ones. For example,

one may acquire a classification-specific quality map to im-
prove the quality of particular semantic regions by choosing
a proper pretrained classifier for Ltask of (6). We emphasize
that this additional optimization at test time encourages the
candidate quality map to boost the performance in terms of
the target task and it is sufficient to use a uniform quality
map for decent reconstruction quality in general. Also, as a
practical estimate of m∗, one may use a saliency map from
the task model or draw a location-wise information using
the intermediate features or outputs of the models, e.g. ROI
masks. Nonetheless, our optimized quality maps lead to
higher rate-task performance than competing alternatives.
Note that our framework deals with arbitrary tasks by only
changing m at encoding time unlike other task-aware ap-
proaches that require task-specific training [10]. The sup-
plementary document has more discussions.

4. Experiments

We now present the experimental results of our compres-
sion model in comparison to the existing ones and analyze
our model in various conditions. Refer to the supplemen-
tary document for more discussions and illustrations about
our results including training quality map, model complex-
ity, qualitative results, and experimental details.

4.1. Training and evaluation

Datasets and data processing We train our model on
the COCO [26] dataset with data augmentation via random
cropping of 256×256 images without resizing. We evaluate
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ROI Mask Uniform

Figure 7. Text-preserving compression examples with ROI masks
in our model. In the left column, ROI mask (red box) highlighting
the text region is adopted as a quality map, whereas a uniform
quality map is used in the right column. The yellow annotations
denote the triples of bpp, PSNR (dB), and MS-SSIM.

the rate-distortion performance on the Kodak dataset [22].
For the classification-aware compression, we construct a
test set using ImageNet [39] by choosing 102 categories
and sampling 5 images per category randomly. We adopt
the ICDAR2015 [19] dataset to obtain the text-preserving
compression results.

Implementation details Our implementation relies on
Pytorch [35] and an open-source compression library [7].
For the entropy coder, we adopt Range Asymmetric Nu-
meral System [14] provided by [7]. We train our model
is trained for 2M iteratrions with batch size 8. We em-
ploy the Adam [21] optimizer, where the learning rate is
initially set to be 10−4 and decreased to 10−5 after 1.4M
iterations. Gradient clipping [34] with threshold 1 leads to
stable training according to our experience. The function
T (·), which produces Λ from the quality map, is defined as
T (x) = 0.001e4.382x; this choice approximately results in
the bpp range of [0.1, 1.0] on the Kodak dataset.

4.2. Rate-distortion performance

We first evaluate the performance of our variable-rate
model by feeding multiple uniform quality maps with
no consideration of spatial adaptivity. For comparisons,
we select recent learning-based image compression mod-
els [6, 11, 23, 30] and the classical state-of-the-art codec,
BPG [8]. PSNR is employed as an evaluation metric since
all these models are optimized for MSE. This experiment is
conducted on the Kodak dataset.

Figure 6(a) illustrates the superior quality of our model
compared to the baseline methods. Unlike other variable-
rate techniques [11, 46], which achieve slightly worse or

similar performances compared to the single-rate coun-
terparts under the equivalent architectures of the entropy
model, our model outperforms the corresponding single-
rate model, M&S [30]. Our model is even better or as com-
petitive as Lee et al. [23] and M&S+Context [30], which
adopt the time-consuming autoregressive context models.
Note that the single-rate approaches require training multi-
ple independent models to cover a wide range of rates, e.g.,
6 models of M&S in Figure 6(a). Our algorithm also outper-
forms the recent variable-rate method [11] with the autore-
gressive context model. We emphasize that our model does
not include the context model and has potential to further
improve performance with it.

4.3. Task-aware compression

Classification Figure 6(b) compares classification accu-
racy with three options of quality maps including inferred
maps by rate-task optimization, Grad-CAM [40], and uni-
form quality maps. We employ the pretrained VGG16 [41]
to optimize the cross-entropy loss for the rate-task optimiza-
tion and extract the Grad-CAM outputs. The class with the
highest prediction score in each image is selected to esti-
mate Grad-CAM instead of the ground-truth label since the
scenario is more practical. To validate the generalization
performance, we use pretrained ResNet18 [15] to obtain
classification accuracy. Our task-aware quality map opti-
mization at test time significantly improves classification
accuracy while incurring less than a second computational
cost with a TitanXp GPU. Grad-CAM also outperforms the
uniform quality maps, which demonstrates the feasibility of
the task-aware compression without the ground-truth labels.

Text preserving Figure 7 demonstrates text-preserving
compression results with manually given text ROI masks.
The results imply that our model successfully reflects the
ROI information and preserves the text regions even at harsh
compression rates.

4.4. Qualitative analysis

Comparison with other methods Figure 8 shows our re-
sult with a uniform quality map in comparison with M&S
Hyperprior model [30] and BPG [8] on an image from the
Kodak dataset. Our method reconstructs complex textures
better than others while achieving the best PSNR and MS-
SSIM scores at lower or the same bitrate.

Quality map vs. bit allocation Figure 9 illustrates the
reconstruction and bit allocation results for different quality
maps on an image from the Kodak dataset. The bit alloca-
tion maps are given by the average negative log-likelihood
of ŷ over all channels at every element.
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Figure 8. Comparison between our model, M&S Hyperprior model [30], and BPG [8]. The yellow annotations in the cropped images
indicate bpp/PSNR (dB)/MS-SSIM of an entire image.

Bits per pixel (BPP) 0.0959 0.2183 0.4027 0.6796 1.0308
PSNR (dB) 26.61 27.72 31.88  34.36  37.18 
MS-SSIM 0.9237 0.9491 0.9749 0.9845  0.9899 

Quality map

0 1

0 4

Bit allocation map
for quantized y

Source Image

0.0959 / 26.19 / 0.9237 0.2183 / 27.72 / 0.9491 0.4027 / 31.88 / 0.9747 0.6796 / 34.36 / 0.9845 1.0308/ 37.18 / 0.9899

0 0.15

Absolute 
difference map

Figure 9. Our spatially-adaptive compression results for uniform and non-uniform quality maps with the corresponding bit allocation maps.
The yellow numbers in the quality map denote bpp/PSNR (dB)/MS-SSIM. The reconstructed images are best views with zooming-in.

4.5. Ablation Study

Figure 6(c) presents the results from the ablation study to
validate the contribution of each module on rate-distortion
performance; the proposed approach adopting the SFT lay-
ers and refining the modules improves the quality of the
variable-rate image compression. Most importantly, com-
paring our model with W/O Source Conditioning case, ad-
ditional conditioning on the original input of the network as
well as the external data, e.g., x and m for ga,c, contributes
to the performance noticeably. This is because the adaptiv-
ity of our model is enhanced by the generation of different
condition features depending on the original image given
the same quality map.

5. Conclusion

We presented a novel variable-rate image compression
algorithm based on an end-to-end trainable deep neural

network. The proposed framework enables us to perform
spatially-adaptive image compression in terms of compres-
sion rate using a single model given a real-valued pixel-wise
quality map. In addition to the flexibility, our model has an
additional benefit to estimate task-specific quality maps au-
tomatically at test time without additional training, which
is useful to perform task-aware image compression. We
design an efficient network architecture based on spatially-
adaptive feature transform for the conditioned image com-
pression. Our experiment shows that the proposed algo-
rithm achieves outstanding performance even compared to
multiple models trained independently with fixed rates and
has wide applicability to various tasks in computer vision.
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[5] Johannes Ballé, Valero Laparra, and Eero P Simoncelli. End-
to-end optimized image compression. In ICLR, 2017. 1, 3,
4
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