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Abstract

This paper tackles the problem of learning a finer rep-

resentation than the one provided by training labels. This

enables fine-grained category retrieval of images in a col-

lection annotated with coarse labels only.

Our network is learned with a nearest-neighbor clas-

sifier objective, and an instance loss inspired by self-

supervised learning. By jointly leveraging the coarse labels

and the underlying fine-grained latent space, it significantly

improves the accuracy of category-level retrieval methods.

Our strategy outperforms all competing methods for re-

trieving or classifying images at a finer granularity than

that available at train time. It also improves the accuracy

for transfer learning tasks to fine-grained datasets.

1. Introduction

Image classification now achieves a performance that

meets many application needs [27, 37, 54]. However, in

practice, datasets and labels available at training time do

not necessarily correspond to those needed in subsequent

applications [17]. The granularity of the training-time con-

cepts may not suffice for fine-grained downstream tasks.

This has encouraged the development of specialized clas-

sifiers offering a more precise representation. Fine-grained

classification datasets [29] have been developed for specific

domains, for instance to distinguish different plants [13] or

bird species [59].

Gathering a sufficiently large collection with fine-

grained labels is difficult by itself, as it requires to find

enough images of rare classes, and annotating them pre-

cisely requires domain specialists with in-domain expertise.

This is evidenced by the Open Images construction anno-

tation protocol [38] that states that: “Manually labeling a

large number of images with the presence or absence of

19,794 different classes is not feasible”. For this reason

they resorted to computer-assisted annotation, at the risk of

introducing biases due to the assisting algorithm.

To circumvent this issue, we propose in this paper a strat-

egy to get strong classification and image retrieval perfor-

mance on fine concepts using only coarse labels at training.

Our work leverages two intuitions. First, in order to im-

prove the granularity beyond the one provided by image la-

bels, we need to exploit another signal than just the labels.

For this purpose, we build upon recent works [3, 62] that

exploit two losses to address both image classification and

instance recognition, leveraging the “free” annotations pro-

vided by multiple data augmentations of a same instance, in

the spirit of self-supervised learning [6, 9, 10, 25].

The second intuition is that it is better to explicitly infer

coarse labels even when classifying at a finer granularity.

For this purpose, we propose a simple method that exploits

both a coarse classifier and image embeddings to improve

fine-grained category-level retrieval. This strategy outper-

forms existing works that exploit coarse labels at training

time but do not explicitly rely on them when retrieving finer-

grained concepts [61].

By these ways our method liberates the data collection

process from the quirks of a rigid fine-grained taxonomy as

previously discussed. To validate our strategy, we investi-

gate two challenging use-cases:

On-the-fly classification. For this task, the fine-grained

labels are available at test time only, and we use a non-

parametric kNN classifier [61] for on-the-fly classification,

i.e. without training on the fine-grained labels.

Category-level Retrieval. Given a collection of images

annotated with coarse labels, like a product catalog, we aim

at ranking these images according to their fine-grained se-

mantic similarity to a new query image outside the collec-

tion, as illustrated by Figure 1. We believe that this new

task better is more realistic than the on-the-fly classification

setting.

In summary, in this context of coarse-to-fine representa-

tion learning, our paper makes the following contributions:

• We propose Grafit, a method to learn image representa-

tions at a finer granularity than the one offered by the

annotation at training time. Inspired by the recent self-

supervised BYOL [25] instance learning approach, we
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Figure 1: Category-level retrieval orders images based on their semantic similarity to a query. Our Grafit method, although it has used only

coarse labels (like ’pyrgus’) at training time, produces a ranking consistent with fine-grained labels. Unsupervised learning is a particular

case of this task, in which the set of coarse labels is reduced to a singleton. Image credit: [1].

carefully design a joint learning scheme integrating in-

stance and coarse-label based classification losses. For

the latter one, we exploit a knn strategy but with a ded-

icated process to manage the memory both at train-time

and for inference at test-time.

• We propose two original use-cases to deeply evaluate

coarse-trained fine-grained testing evaluation, for which

Grafit exhibits outstanding performance. For instance,

we improve by +16.3% the top-1 accuracy for on-the-

fly classification on ImageNet. This improvement is still

+9.5% w.r.t. our own stronger baseline, everything be-

ing equal otherwise. Grafit also improves transfer learn-

ing: our experiments show that our representation dis-

criminates better at a finer granularity.

This paper is organized as follows. After reviewing related

works in Section 2, we present our method in Section 3.

Section 4 compares our approach against baselines on var-

ious datasets, and presents an extensive ablation. Section 5

concludes the paper. In the supplemental material, Ap-

pendix A summarizes two experiments that show how an

instance-level loss improves the granularity beyond the one

learned by a vanilla cross-entropy loss. Appendix B com-

plements our experimental section 4 with more detailed re-

sults. Appendix C provides visual results associated with

different levels of training/testing granularities.

2. Related work

Label granularity in image classification. In computer

vision, the concept of granularity underlies several tasks,

such as fine-grained [13, 29] or hierarchical image classi-

fication [18, 60, 65]. Some authors consider a formal def-

inition of granularity, see for instance Cui et al. [15]. In

our paper, we only consider levels of granularity relative to

each other, where each coarse class is partitioned into a set

of finer-grained classes.

In some works on hierarchical image classification [19,

26, 45, 49], a coarse annotation is available for all train-

ing images, but only a subset of the training images are la-

belled at a fine granularity. In this paper we consider the

case where no fine labels at all are available at training time.

Train-Test granularity discrepancy. A few works con-

sider the case where the test-time labels are finer than those

available at training time and where each fine label belongs

to one coarse label. Approaches to this task are based on

clustering [61] or transfer learning [33]. Huh et al. [33] ad-

dress the question: “is the feature embedding induced by

the coarse classification task capable of separating finer la-

bels (which it never saw at training)?” To evaluate this, they

consider the 1000 ImageNet classes as fine, and group them

into 127 coarse classes with the WordNet [20] hierarchy.

Wu et al. [61] evaluate on the 20 coarse classes of CIFAR-

100 [36] and on the same subdivision of ImageNet into 127

classes. They evaluate their method, Scalable Neighbor-

hood Component Analysis (SNCA), with a kNN classifier

applied on features extracted from a network trained with

coarse labels. Note that this work departs from the popular

framework of object/category discovery [11, 21, 32, 57, 58],

which is completely unsupervised.

In our work we mainly compare to the few works that

consider coarse labels at train time, therefore SNCA [61] is

one of our baseline. We adopt their coarse labels definition

and evaluation procedure for on-the-fly classification.

Unified embeddings for classes and instances. Similar to

Wu et al. [61], several Distance Metric Learning (DML) ap-

proaches like the Magnet loss [44] or ProxyNCA [40, 51]

jointly take into account intra- and inter-class variability.
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This improves transfer learning performance and favors in

some cases the emergence of finer hierarchical concepts.

Berman et al. proposed Multigrain [3], which simply adds

to the classification objective a triplet loss that pulls together

different data-augmentations of a same image. Recent

works on semi-supervised learning [4, 5, 48, 62, 66, 69]

rely on both supervised and self-supervised losses to get

information from unlabelled data. For instance the ap-

proach of Xie et al. [62] is similar to Multigrain, except that

the Kullback-Leibler divergence replaces the triplet loss.

Matching embeddings of the same images under different

data-augmentations is the main signal in current works on

self-supervised learning, which we discuss now.

Unsupervised and Self-Supervised Learning. In unsu-

pervised and self-supervised approaches [9, 10, 22, 25, 34,

56] the model is trained on unlabeled data. Each image in-

stance is considered as a distinct class and the methods aim

at making the embeddings of different data-augmentations

of a same instance more similar than those of other images.

To deal with finer semantic levels than those provided by the

labels, we use an approach similar to BYOL [25]. BYOL

only requires pairs of positive elements (no negatives), more

specifically different augmentations of the same image. A

desirable consequence is that this limits contradictory sig-

nals on the classification objective.

Transfer Learning. Transfer learning datasets [7, 35, 41]

are often fine grained and rely on a feature extractor pre-

trained on another set of classes. However, the fine labels

are not a subset of the pre-training labels, so we consider

transfer learning as a generalization of our coarse-to-fine

task. It is preferable to pre-train on a domain similar to the

target [16], e.g., pre-training on iNaturalist [29] is prefer-

able to pre-training on ImageNet if the final objective is to

discriminate between species of birds. The impact of pre-

training granularity is discussed in prior works [15, 67]. In

Section 4.6 we investigate how Grafit pre-training performs

on fine-grained transfer learning datasets.

3. Grafit: Fitting a finer granularity

Figure 2 depicts our approach at training time. In this

section, we discuss the different components and training

losses. Then, we detail how we produce the category-level

ranking, and how we perform on-the-fly classification.

3.1. Training procedure: Grafit and Grafit FC

We first introduce an instance loss inspired by

BYOL [25] that favors fine-grained recognition. The Grafit

model includes a trunk network fθ, to which we add two

multi-layers perceptrons (MLP): a “projector” Pθ and a pre-

dictor qθ. In the Grafit FC variant, Pθ is linear for a more

direct fair comparison with Wu et al. [61]’s projector. The

kNN
classifier

instance
recognition

Figure 2: Illustration of our method at train time. The convnet

trunk that receives gradient is fθ and is used to update the target

network fξ as a moving average. The database of neighbors is

updated by averaging embedding in each mini-batch with corre-

sponding embeddings in the database.

learnable parameters are represented by the vector θ. As in

BYOL we define a “target network” fξ as an exponential

moving average of the main network fθ: the parameters ξ
are not learned, but computed as ξ ← τξ+(1− τ)θ, with a

target decay rate τ ∈ [0, 1].

Instance loss. Each image x is transformed by T data

augmentations (t1, . . . , tT ). Denoting cos the cosine sim-

ilarity and gθ(x) = Pθ(fθ(x)), the instance loss is:

Linst(x) = −
∑

1≤i ̸=j≤T

cos
(

qθ ◦ gθ(ti(x)), gξ(tj(x))

T (T − 1)

)

,

(1)

The instance loss allows the network to discriminate at

the instance level, which is a finer granularity than the class

level. We give more insights about this loss in Appendix A.

kNN loss. A parametric classifier with softmax yields a

representation that does not generalize naturally to new

classes [61] and is not adapted for kNN classification.

Therefore, inspired by the neighborhood component anal-

ysis [23, 39, 47], Wu et al. [61] propose a loss function

optimized directly for kNN evaluation, that we adopt and

denote by Lknn. Let xi be a training image with coarse la-

bel yi and σ a temperature hyper-parameter. For each image

xi we select xj(j ̸= i) as its neighbor with probability pi,j ,

computed as

pi,j ∝ exp
(

cos(gθ(xi), gθ(xj))/σ
)

, (2)

where the pi,j are normalized so that
∑

j ̸=i pi,j = 1. The

loss is then defined as:

Lknn(xi, yi) = − log
∑

j,yj=yi,j ̸=i

pi,j . (3)

We ℓ2-normalize after the Pθ projection. The Lknn

scores all classes with Equation 3.
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Memory of embeddings. One of the limitations of the

kNN approach is that it requires to use all the features of the

training set. To avoid recomputing all the embeddings of the

training set, we use a memoryM = {m1, . . . ,mi, . . . }. It

is updated as follows: when the image xi in the training set

is in the current mini-batch, we update its embedding mi as

follows: mi ←
1

2
(mi + gθ(xi)). In order to limit the mem-

ory space needed, we apply the Lknn loss on the space of

the projected features, which allows us to store smaller em-

bedding and hence requires less memory. For instance for

ImageNet we have to store 1.2M training images. Without

the projection with ResNet-50 architecture for fθ, the mem-

ory size is 2048× 1.2M but with a projection on a space of

size 256 the memory size is 256×1.2M what is×8 smaller.

Combined loss. Our method is summarized in Figure 2.

The total loss at training time for an image x with label y is:

Ltot(x) = Lknn(gθ(x), y) + Linst(x). (4)

Appendix B empirically shows that weighting differently

the losses does not bring much difference.

Adapting the architecture at test-time. The training pa-

rameters include the model weights (fθ, Pθ) and the param-

eters related toLinst (fξ, Pξ and qθ) as described previously.

At test time we remove the Linst branch, keeping only fθ
and Pθ. In order to have consistent representations of all

the training images with the final weights, we re-compute

mi = gθ(xi) for each training image xi and store it inM.

3.2. Category­level retrieval

For a given test image x′ the task is to order by semantic

relevance all images from the training collection. In our

coarse-to-fine case, a search result is deemed correct if it

has the same fine label as the query.

Cosine-based ranking. The standard strategy to or-

der the images is to compute gθ(x
′), and to order all

images xi in the collection by they cosine similarity

score cos(gθ(xi), gθ(x
′)) to the query (the gθ(xi) are pre-

computed inM). The experiments in Section 4 show that

the way Grafit embeddings are trained already improves the

ranking with that method.

Ranking conditioned by coarse prediction. Let x′ be a

test image and x a training image with coarse class y. Let

pc(x, y) be the probability that the image x has coarse label

y according to our classifier. Our conditional score ψcond

is a compromise between the embedding similarity and the

coarse classification, in spirit of the loss in Equation 4:

ψcond(x
′, x) = cos (gθ(x

′), gθ(x))+log

(

pc(x
′, y)

1− pc(x′, y)

)

.

(5)

Note that, in that case, we rely on the fact that the collec-

tion in which we search is the training set, so that the coarse

labels associated with the collection are known. In Section 4

we show experimentally that ψcond improves the category-

level retrieval performance in the coarse-to-fine context.

Conditional ranking: Oracle. If we assume that the

coarse label of the query test image is known (given by an

oracle), then we can set pc(x
′, y) = 1y=y′ with y′ the coarse

class of the test image x′. This boils down to systematically

putting images with the same coarse class as the test image

first in the ranking. Experimentally, this shows the impact

of test label prediction on the score, and provides an upper

bound on the performance of the conditional ranking strat-

egy. It is also relevant in practice in a scenario where the

user provides this coarse labeling, for instance by selecting

it from an interface.

3.3. On­the­fly classification

In on-the-fly classification, a kNN classifier “knows”

about the fine classes of the training images only at test

time [61]. Such a non-parametric classification does not re-

quire any training or fine-tuning. As a side note, this flexible

classifier can handle settings with evolving datasets, includ-

ing dynamic additions of new classes, although such setups

are outside the scope of this paper.

For a test image x we compute the embedding gθ(x) and

compare it to the training image embeddings stored inM.

We select the k embeddings maximizing the cosine similar-

ity to the query, (x1, ..., xk), with labels (y1, ..., yk). For a

direct comparison with Wu et al. [61] and consistently with

Equation 3, we apply an exponentially decreasing neigh-

bour weighting that computes the probability that x belongs

to class y as

pkNN(x, y) ∝
k

∑

j=1,yj=y

exp (cos(gθ(x), gθ(xj))/σ) . (6)

We normalize the probabilities so that
∑

y pkNN(x, y) = 1.

4. Experiments

We consider evaluation scenarios where it is beneficial to

learn at a finer granularity than that provided by the training

labels. The first two tasks are coarse-to-fine tasks (category-

level retrieval and on-the-fly classification), where we mea-

sure the capacity of the network to discriminate fine labels

without having seen them at training time. The third pro-

tocol is vanilla transfer learning, where we transfer from

Imagenet to a fine-grained dataset.

4.1. Datasets and evaluation metrics

We carry out our evaluations on public benchmarks,

which statistics are detailed in Table 1.
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Table 1: Datasets used for our different tasks. The four top datasets

offer two or more levels of granularity, we use them for all coarse-

to-fine tasks. The bottom three are fine-grained datasets employed

to evaluate transfer learning.

Dataset Train size Test size #classes

CIFAR-100 [36] 50,000 10,000 20/100

ImageNet [46] 1,281,167 50,000 127/1000

iNaturalist 2018 [30] 437,513 24,426 6/. . . /8,142

iNaturalist 2019 [31] 265,240 3,003 6/. . . /1,010

Flowers-102 [41] 2,040 6,149 102

Stanford Cars [35] 8,144 8,041 196

Food101 [7] 75,750 25,250 101

CIFAR-100 [36] has 100 classes grouped into 20 coarse

concepts of 5 fine classes each. For instance the coarse

class large carnivore includes fine classes bear, leopard,

lion, tiger and wolf. In all experiments, we use the coarse

concepts to train our models and evaluate the trained model

using the fine-grained labels.

ImageNet [46] classes follow the WordNet [20] hierarchy.

We use the 127 coarse labels defined in Huh et al. [33] in

order to allow for a direct comparison with their method.

iNaturalist-2018 offers 7 granularity levels from the most

general to the most specific, that follow the biological tax-

onomy: Kingdom (6 classes), Phylum (25 classes), Class

(57 classes), Order (272 classes), Family (1,118 classes),

Genus (4,401 classes) and Species (8,142 classes). We con-

sider pairs of (coarse,fine) granularity levels in our experi-

ments. iNaturalist-2019 is similar to iNaturalist-2018 with

fewer classes and images, and yields similar conclusions.

Flowers-102, Stanford Cars and Food101 are fine-

grained benchmarks with no provided coarse labelling.

Therefore we can use them for the transfer learning task.

Evaluation metrics. For category-level retrieval we report

the mean average precision (mAP), as commonly done for

retrieval tasks [2, 42]. For on-the-fly classification we report

the top-1 accuracy.

4.2. Baselines

We use existing baselines and introduce stronger ones:

Wu’s baselines [61] use activations of a network learned

with cross-entropy loss, but evaluated with a kNN classifier.

Huh et al. [33] evaluate how a network trained on the 127

ImageNet coarse classes transfers on the 1000 fine labels1.

1They fine-tune a linear classifier with fine labels. We do not consider

this task in the body of the paper, but refer to Appendix B.2: our approach

provides a significant improvement in this case as well.

Table 2: Coarse-to-fine: comparison with the state of the art

for category-level retrieval (mAP, %) and kNN classification (top-

1, %), with the ResNet50 architecture. We compare Grafit with

the state of the art [61] and our stronger baselines. We highlight

methods that use more parameters (32.9M vs ∼23.5M), see Ta-

ble 5 for details.

Method
CIFAR-100 ImageNet-1k

kNN mAP kNN mAP

Baseline, Wu et al. [61] 54.2 48.1

SNCA, Wu et al. [61] 62.3 52.8

Baseline (ours) 71.8 42.5 54.7 22.7

ClusterFit+ 72.5 23.0 59.5 12.7

SNCA+ 72.2 35.9 55.4 31.8

Grafit FC 75.6 55.0 69.1 44.4

Grafit 77.7 55.7 69.1 42.9

Our main baseline: we learn a network with cross-

entropy loss, and perform retrieval or kNN-classification

with the ℓ2-normalized embedding produced by the model

trunk. We point out that, thanks to our strong optimization

strategy borrowed from recent works [28, 50], this base-

line by itself outperforms all published results in several

settings, for instance our ResNet-50 baseline without extra

training data outperforms on ImageNet a ResNet-50 pre-

trained on YFCC100M [66] (see Table 12 in Appendix B

for a comparison).

SNCA. Wu et al. [61] proposed SNCA, a model optimized

with a kNN loss. In our implementation, we add a linear

operator Pθ to the network trunk fθ when training the su-

pervised loss Lknn.

SNCA+. We improve SNCA with our stronger optimiza-

tion procedure. The retrieval or kNN evaluation uses fea-

tures from a MLP instead of a simple linear projector, which

means that its number of parameters is on par with Grafit

(and larger than Grafit FC).

ClusterFit+. Same as for SNCA, we improve Cluster-

Fit [67] with our training procedure, and cross-validate

the number of clusters (15000 for Imagenet and 1500 for

CIFAR-100). As a result we improve its performance and

have a fair comparison, everything being equal otherwise.

4.3. Experimental details

Architectures. Most experiments are carried out using the

ResNet-50 architecture [27] except for Section 4.6 where

we also use RegNet [43] and ResNeXt [64].

Training settings. Our training procedure borrows from

the bag of tricks [28]: we use SGD with Nesterov momen-

tum and cosine learning rates decay. We follow Goyal et
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Table 3: kNN evaluation on iNaturalist-2018 with different seman-

tic levels. The symbol ∅ refers to the unsupervised case (a unique

class). We compare with the best competing method according to

Table 2.

Train → ∅ Kingdom Phylum class Order Family Genus Species

↓Test / #classes → 1 6 25 57 272 1,118 4,401 8,142

C
lu

st
er

F
it

+

Kingdom 70.9 94.7 95.0 95.3 95.6 96.2 96.3 96.1

Phylum 48.8 87.4 90.3 90.7 91.1 92.6 92.6 92.2

Class 40.4 80.2 83.8 85.7 86.7 88.8 88.8 88.2

Order 17.1 54.5 59.0 61.4 70.8 73.9 74.3 72.3

Family 5.6 38.3 42.1 44.4 54.3 63.0 64.2 61.9

Genus 0.9 26.7 29.5 31.5 40.1 49.4 53.9 51.7

Species 0.3 21.8 23.7 25.2 32.7 40.3 44.7 43.4

G
ra

fi
t

Kingdom 95.5 98.1 98.2 98.2 98.2 98.2 98.4 98.3

Phylum 90.0 94.1 96.6 96.7 96.8 96.7 96.9 96.7

Class 82.2 87.5 90.9 94.5 94.9 94.9 95.0 95.0

Order 54.0 61.7 66.9 72.7 87.1 87.5 87.6 87.3

Family 33.7 42.1 48.7 55.1 70.9 81.8 82.4 82.1

Genus 20.5 27.0 33.5 39.5 54.2 64.6 75.6 75.5

Species 15.9 20.4 25.5 30.8 42.7 51.2 61.9 67.7

Table 4: Category-retrieval evaluation (mAP, %) on iNaturalist-

2018 with different semantics levels. We compare with the best

baseline according to Table 2.

Train → Kingdom Phylum class Order Family Genus Species

↓Test / #classes → 6 25 57 272 1,118 4,401 8,142

S
N

C
A

+

Kingdom 97.6 83.3 75.9 59.2 56.0 54.9 55.0

Phylum 59.8 91.7 79.4 49.1 35.0 32.3 32.2

Class 41.3 73.1 89.9 49.2 28.1 23.6 23.0

Order 9.09 24.9 35.7 77.9 35.3 18.0 15.0

Family 2.24 6.43 11.2 35.7 68.4 29.1 21.7

Genus 0.39 2.47 5.03 18.1 36.6 60.5 46.0

Species 0.19 1.86 3.80 12.8 26.4 46.0 54.9

G
ra

fi
t

Kingdom 98.6 88.3 79.7 60.8 58.0 55.9 55.5

Phylum 67.8 97.2 82.1 50.9 38.9 34.2 33.0

Class 50.1 74.9 95.4 51.2 32.3 25.9 24.1

Order 17.7 30.7 42.7 88.3 42.3 21.1 16.2

Family 8.70 13.2 18.0 43.9 83.1 34.8 24.2

Genus 6.78 9.72 13.5 29.0 46.9 77.2 53.9

Species 6.45 9.02 12.1 23.6 35.6 55.4 70.0

al.’s [24] recommendation for the learning rate magnitude:

lr = 0.1
256
× batchsize. The data augmentation consists of

random resized crop, RandAugment [14] and Erasing [70].

We train for 600 epochs with batches of 1024 images at res-

olution 224× 224 pixels (except for CIFAR-100: 32× 32).

We set the temperature σ to 0.05 in all our experiments fol-

lowing Wu et al. [61]. Appendix B.1 gives more details.

For the on-the-fly classification task, the unique hyper-

parameter k is cross-validated in k ∈ {10, 15, 20, 25, 30}.

4.4. Coarse­to­fine experiments

CIFAR and ImageNet experiments. Table 2 compares

Grafit results for coarse to fine tasks with the baselines

from Section 4.2. On CIFAR-100, Grafit outperforms other

methods by +5.5% top-1 accuracy. On ImageNet the gain

over other methods is +13.7%.

Grafit also outperforms other methods on category-level

retrieval, by 13.2% on CIFAR and 11.1% on ImageNet. Ta-

ble 2 shows that Grafit not only provides a better on-the-fly

classification (as evaluated by the kNN metric), but that the

ranked list is more relevant to the query (results for mAP).
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Figure 3: Evaluation on iNaturalist-2018 [30] with and left:

train=test granularity right: test at finest granularity (species).

We compare our method Grafit, SNCA+, ClusterFit+ and Base-

line. Top: on-the-fly kNN classification (top-1 accuracy); bottom:

category-level retrieval (mAP).

Coarse-to-Fine with different taxonomic ranks. We

showcase Grafit on various levels of coarse granularity by

training one model on each annotation level of iNaturalist-

2018 and evaluating on all levels with kNN classification

(Table 3) and retrieval (Table 4).

Figure 3 presents results with retrieval and kNN clas-

sification for two of the most interesting cases: when the

train and test granularities are the same (left), and on the

finest test level (Species) with varying granularities at train-

ing time (right). On the left, the accuracy of all methods de-

creases as the granularity increases: this is expected as the

task moves from coarse classification to fine, as it is more

difficult to discriminate amongst a larger number of classes.

We observe that the performance drop of Grafit for

category-level retrieval is reduced in comparison with other

methods. On the right figures, the accuracy of all methods

increases as the level of annotation increases (keeping eval-

uation at Species). Grafit also stands out in this context,

outperforming other methods.

We report comprehensive results with Grafit and the

baselines from Section 4.2 on iNaturalist-2019 & 2018 in

the supplemental material (Appendix B.3).

Visualizations. Figure 1 shows visual results for the

category-level retrieval task with Grafit. All the results for

the baseline and Grafit have the correct coarse label, but our

method is better at a finer granularity. In Appendix C we

show that the improvement is even more evident when the

granularity level at training time is coarser.

Figure 4 presents t-SNE visualizations [55] of the latent
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Figure 4: t-SNE representations of

features from images of the family

paridae, focusing on the genus bae-

olophus (in blue). When trained

with granularity Family, all depicted

points have the same coarse label,

while granularity Genus means that

the network has seen 7 distinct labels.

Visually, Grafit offers a better separa-

tion of the images than the baseline

w.r.t. the two finest level ’Genus’ and

’Species’.

Baeolophus

Cyanistes
Lophophanes
Parus
Periparus
Poecile
Sittiparus

Baeolophus atricristatus
Baeolophus bicolor
Baeolophus inornatus
Baeolophus ridgwayi
Baeolophus wollwerberi

Family Paridae:

spaces associated with the baseline and Grafit for images

associated with a sub-hierarchy of iNaturalist-2018.

4.5. Ablation studies

Losses, architectural choice and conditioning. Table 5

presents a study on CIFAR-100 and ImageNet-1k, where

we ablate several components of our method. A large im-

provement stems from the instance loss when it supple-

ments the supervised kNN loss. It is key for discriminating

at a finer grain. The category-level retrieval significantly

benefits from our approach, rising from 22.7% to 44.4%

in the best case. Coarse conditioning also has a consistent

measurable impact on performance, yielding around 3 mAP

points across the various settings.

Sanity check: training with coarse vs fine labels. Ta-

ble 6 compares the performance gap of several methods

when training with coarse labels vs fine labels. The per-

formance improvement of Grafit over competing methods

on Imagenet is quite sizable: with fine-tuning, Grafit with

coarse labels is almost on par with the baseline on fine la-

bels. For on-the-fly classification, Grafit with coarse labels

reaches 69.1% performance on Imagenet, significantly de-

creasing the gap with fine-grained labels settings. The kNN

classification performance is 79.3%. This concurs with our

prior observations in Section 4.4 on iNaturalist-2018.

Overall, in this setting Grafit provides some slight yet

systematic improvement over the baseline. With a ResNet-

50 architecture at image resolution 224× 224 pixels, Grafit

reaches 79.6% top-1 accuracy with a kNN classifier on Im-

ageNet, which is competitive with classical cross-entropy

results published for this architecture. See Appendix B for

a comparison (Table 12) and more results on Imagenet.

4.6. Transfer Learning to fine­grained datasets

We now evaluate Grafit for transfer learning on fine-

grained datasets (See) Table 2, with ImageNet pre-training.

Settings. We initialize the network trunk with ImageNet

pre-trained weights and fine-tune model. For our method,

the network trunk fθ remains fixed and the projector Pθ is

discarded. For all methods we fine-tune during 240 epochs

with a cosine learning rate schedule starting at 0.01 and

batches of 512 images (details in Appendix B.4).
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Table 5: Ablation study on CIFAR-100 and ImageNet with

ResNet50 architecture. We report results both for on-the-fly clas-

sification (kNN classifier, top-1 accuracy, %) and category-level

retrieval (mAP, %). The rows corresponding to the main base-

lines and methods discussed through our paper are highlighted:

our baseline and improved SNCA+ in grey and red, and our

two variants Grafit-FC and Grafit in blue. The last row is the

result that Grafit would obtain with a perfect coarse classification.

Loss knn head

proj. Pθ

coarse

cond.

CIFAR100 Imagenet

LCE Lknn Linst kNN mAP kNN mAP #Params

✓ 71.8 42.5 54.7 22.7 23.5M

✓ ✓ 71.8 43.1 54.7 24.4 23.5M

✓ 54.3 14.3 41.7 3.47 23.5M

✓ ✓ 76.9 51.0 65.0 26.0 23.5M

✓ FC 70.0 39.7 57.8 30.7 23.8M

✓ ✓ FC 75.6 53.6 69.1 41.7 23.8M

✓ ✓ FC ✓ 75.6 55.0 69.1 44.4 23.8M

✓ MLP 72.2 35.9 55.4 31.8 32.9M

✓ MLP ✓ 72.2 41.4 55.4 32.9 32.9M

✓ ✓ MLP 77.7 52.9 69.1 39.4 32.9M

✓ ✓ MLP ✓ 77.7 55.7 69.1 42.9 32.9M

✓ ✓ MLP oracle 77.7 59.3 69.1 47.2 32.9M

Table 6: We compare coarse-to-fine and fine-to-fine context with

mAP (%), kNN (top-1, %) and fine-tuning (FT) with fine labels

(top-1, %) on ImageNet.

Method Train Coarse Train Fine

(with ResNet50) mAP kNN FT mAP kNN FT

Baseline 22.7 54.7 78.1 51.5 78.0 79.3

SNCA+ 31.8 55.4 77.9 72.0 79.1 77.4

Grafit FC 44.4 69.1 78.3 72.4 79.2 78.5

Grafit 42.9 69.1 77.9 71.2 79.6 78.0

Classifier. We experiment with two types of classifiers: a

standard linear classifier (FC) and a multi-layer perceptron

(MLP) composed of two linear layers separated by a batch-

normalization and a ReLU activation. We introduce this

MLP because, during training, both Grafit and SNCA+ em-

ploy an MLP projector, so their feature space is not learned

to be linearly separable. In contrast, the baseline is trained

with a cross-entropy loss associated with a linear classifier.

Tasks. We evaluate on five classical transfer learning

datasets: Oxford Flowers-102 [41], Stanford Cars [35],

Food101 [7], iNaturalist 2018 [30] & 2019 [31]. Table 1

summarizes some statistics associated with each dataset.

Results. Table 7 compares a ResNet-50 pretrained on Im-

ageNet with Grafit, SNCA+, ClusterFit [67] and our base-

line on five transfer learning benchmarks. Our method out-

performs all methods. The table also shows the relatively

strong performance of SNCA+.

Table 8 compares Grafit with the RegNetY-8.0GF [43]

architecture against the state of the art, on the same bench-

Table 7: Comparison of transfer learning performance for differ-

ent pre-training methods. All methods use a ResNet-50 pre-trained

on Imagenet. The training procedues are the same (except the re-

sult reported for ClusterFit [67]). We report the top-1 accuracy

(%) with a single center crop evaluation at resolution 224 × 224.

See Table 15 of Appendix B.4 for additional results with other ar-

chitectures.

Dataset B
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el
in

e
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lu

st
er
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it
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7

]
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lu
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+

G
ra
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t

G
ra

fi
t

F
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Flowers-102 96.2 96.2 98.2 98.2 97.6

Stanford Cars 90.0 89.4 92.5 92.5 92.7

Food101 88.9 88.9 88.8 89.5 88.7

iNaturalist 2018 68.4 49.7 67.5 69.2 69.8 68.5

iNaturalist 2019 73.7 73.8 74.5 75.9 74.6

Table 8: State of the art for transfer learning with pretrained

ImageNet-1k models. We report top-1 accuracy (%) with a sin-

gle center crop. For Grafit we use a 39M-parameter RegNetY-

8.0GF [43] with resolution 384× 384 pixels that is 4× faster than

EfficientNetB7 at inference. “Res” is the inference resolution in

pixels.

Best reported results (%) Grafit

Dataset State of the art # Params Res Top-1 Top-1

Flowers-102 EfficientNet-B7 [50] 64M 600 98.8 99.1

Stanford Cars EfficientNet-B7 [50] 64M 600 94.7 94.7

Food101 EfficientNet-B7 [50] 64M 600 93.0 93.7

iNaturalist 2018 ResNet-152 [12] 60M 224 69.1 81.2

iNaturalist 2019 – – – – 84.1

marks. Note that this architecture is significantly faster than

the EfficientNet-B7 and ResNet-152 employed in other pa-

pers, and that we use a lower resolution in most settings.

In Table 8 we consider models pre-trained on ImageNet

with and fine-tuned on the fine-grained target dataset. In

each case we report results with Grafit (with a MLP for the

projector Pθ) and Grafit FC. See more detailed results in

Appendix B Table 16.

In summary, Grafit establishes the new state of the art.

We point out that we have used a consistent training scheme

across all datasets, and a single architecture that is more

efficient than in competing methods.

5. Conclusion
This paper has introduced a procedure to learn a neu-

ral network that offers a finer granularity than the one pro-

vided by the annotation. It improves the performance for

fine-grained category retrieval within a coarsely annotated

collection. For on-the-fly kNN classification, Grafit signif-

icantly reduces the gap with a network trained with fine la-

bels. It also translates into better transfer learning to fine-

grained datasets, outperforming the current state of the art

with a more efficient network.
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