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Abstract

In this paper we propose BlockCopy, a scheme that ac-
celerates pretrained frame-based CNNs to process video
more efficiently, compared to standard frame-by-frame pro-
cessing. To this end, a lightweight policy network deter-
mines important regions in an image, and operations are
applied on selected regions only, using custom block-sparse
convolutions. Features of non-selected regions are simply
copied from the preceding frame, reducing the number of
computations and latency. The execution policy is trained
using reinforcement learning in an online fashion without
requiring ground truth annotations. Our universal frame-
work is demonstrated on dense prediction tasks such as
pedestrian detection, instance segmentation and semantic
segmentation, using both state of the art (Center and Scale
Predictor, MGAN, SwiftNet) and standard baseline net-
works (Mask-RCNN, DeepLabV3+). BlockCopy achieves
significant FLOPS savings and inference speedup with min-
imal impact on accuracy.

1. Introduction

Most contemporary convolutional neural networks
(CNN) are trained on images and process video frame-by-
frame, for simplicity or due to the lack of large annotated
video datasets. For instance, the popular COCO dataset [21]
for large-scale object detection does not include video se-
quences. However, video typically contains a considerable
amount of redundancy in the temporal domain, with some
image regions being almost static. Image-based convolu-
tional neural networks do not take advantage of temporal
and spatial redundancies to improve efficiency: they ap-
ply the same operations on every pixel and every frame.
Representation warping has been proposed to save compu-
tations [8, 51, 17], but optical flow is expensive and warping
cannot cope with large changes such as newly appearing ob-
jects. Other video processing methods, e.g. using 3D con-
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Figure 1: BlockCopy accelerates existing CNNs by sparsely
executing convolutions, while copying features from previ-
ous executions in non-important regions. In this example on
pedestrian detection, inference speed is more than doubled
with negligible increase in detection miss rate.

volutions or recurrent neural networks [18, 28, 22], focus on
improving accuracy by using temporal information, instead
of reducing computations by exploiting redundancies.

In this work, we propose a method to improve the ef-
ficiency and inference speed of convolutional neural net-
works for dense prediction tasks, by combining tempo-
ral feature propagation with sparse convolutions as illus-
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trated in Figure 1. A lightweight, trainable policy net-
work selects important image regions, and the expensive
task network sparsely executes convolutions on selected re-
gions only. Features from non-important regions are simply
copied from the previous execution, thereby saving compu-
tations.

The policy network is trained with reinforcement learn-
ing in an online fashion: the output of the large task net-
work, for example Mask-RCNN [12], serves as supervisory
signal to train the online policy. Using online reinforcement
learning has several advantages. First, no labeled data is re-
quired and off-the-shelf networks can be optimized during
deployment without designing a separate training pipeline.
Second, online training allows the network to fine-tune the
policy to the task and dataset at deployment time. Finally,
models of different computational costs can be obtained by
simply adjusting the policy’s computational target parame-
ter.

The main contributions of this work are as follows:
• We propose BlockCopy to adapt existing CNNs for

more efficient video processing, using block-sparse
convolutions and temporal feature propagation. Our
framework is implemented in PyTorch, using custom
CUDA operations.

• We utilize reinforcement learning to train a policy net-
work in an online fashion without requiring ground-
truth labels.

• We demonstrate our method on pedestrian detec-
tion, instance segmentation and semantic segmentation
tasks and show that existing off-the-shelf CNNs can be
significantly accelerated without major compromises
in accuracy.

• We show that BlockCopy improves the accuracy-speed
trade-off by comparison with existing methods, lower
resolution and lower frame rate baselines.

The code is available online1.

2. Related work
Well-known methods to reduce the computational cost of

convolutional neural networks are pruning [19], quantiza-
tion [15] or knowledge distillation [14]. Recently, dynamic
methods [43, 46] gained interest, adapting the network’s op-
erations based on the image’s difficulty. Video processing
methods are complementary, as they avoid redundant com-
putations using the temporal dimension.

2.1. Conditional execution and sparse processing

Dynamic neural networks, also known as conditional
execution [3, 39], adapt the network complexity based
on the image’s difficulty. SkipNet [43] and ConvNet-
AIG [39] skip residual blocks for easy images, reducing the

1https://github.com/thomasverelst/
blockcopy-video-processing-pytorch

average amount of computations for image classification.
The policy, determining which blocks to skip, is learned
using reinforcement learning [43] or a reparametrization
trick [39]. Recently, this has been extended to the spatial
domain [7, 47, 40] by skipping individual pixels. How-
ever, pixel-wise sparse convolutions are not supported by
default in deep learning frameworks such as PyTorch and
TensorFlow, and are challenging to implement efficiently on
GPU [9]. As a consequence, most work only demonstrates
performance improvements on CPU [47], on specific archi-
tectures [40], or only consider theoretical advantages [7].

Block-based processing, where pixels are grouped in
blocks, are more feasible and have been accelerated on
GPU [35, 41]. Simply splitting images in blocks and then
processing those individually is not sufficient, as features
should propagate between blocks to achieve a large re-
ceptive field and avoid boundary artefacts. To this end,
SBNet [35] proposes to use partly overlapping blocks and
applies this for 3D object detection. SegBlocks [41] intro-
duces a framework with BlockPadding modules to process
images in blocks. In this work, we extend conditional exe-
cution to the video domain, using a policy trained with rein-
forcement learning in combination with block-based sparse
processing and feature transfer.

2.2. Video processing

Most video processing methods focus on video classifi-
cation and action recognition applications [6, 38], incorpo-
rating multi-frame motion information using methods such
as multi-frame non-maximum suppression [10], feature fu-
sion [26], 3D convolutions [18, 28], recurrent neural net-
works [22] or other custom operations [42].

Efficiency and speed can be improved by exploiting tem-
poral redundancies, as changes between frames are often
small. Clockwork Nets [36] proposed a method to adap-
tively execute network stages based on semantic stability.
Deep Feature Flow [51], NetWarp [8], GRFP [30], Awan
and Shin [2], and Paul et al. [34] warp representations be-
tween frames using optical flow, with Accel [17] introduc-
ing a lightweight second branch to fine tune representa-
tions. DVSNet [48] proposes an adaptive keyframe sched-
uler, selecting the key frames to execute while other frames
use warped representations. Awan and Shin [1] use rein-
forcement learning to train the keyframe selection scheme.
However, optical flow is an expensive calculation and there-
fore these methods mainly focus on large networks such as
DeepLabV3+ [4], where the introduced overhead is modest
compared to the segmentation network. Jain and Gonza-
lez [16] use block motion vectors, already present in com-
pressed video. Low-Latency Video Semantic Segmenta-
tion (LLVSS) [20] does not use optical flow, but updates
keyframe representations using a lightweight per-frame up-
date branch. Mullapudi et al. [29] demonstrate online
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Figure 2: Overview of the BlockCopy pipeline, illustrated for two video frames. The policy network outputs execution
decisions. The network is executed using block-sparse convolutions and features from the previous iteration are copied to
non-executed regions. The importance of each block is measured using Information Gain, which serves as a reward to update
the policy weights.

knowledge distillation for video object segmentation, where
a lightweight student network is finetuned for a given situ-
ation in the video by learning from a large teacher network.
Our method does not require keyframes, and only the first
frame of each clip is executed completely. All other frames
are executed sparsely, resulting in more consistent process-
ing delays in comparison with keyframe-based methods.

3. BlockCopy method and policy network
BlockCopy optimizes a large task network for more ef-

ficient video processing, by combining block-sparse con-
volutions with feature transfers. Our method consists of
two main components: a framework to efficiently execute
a CNN architectures in a block-sparse fashion using tempo-
ral feature propagation, and a policy network determining
whether blocks should be executed or transferred.

The policy network is a lightweight, trainable convolu-
tional network, selecting the blocks to be executed. As the
decision is binary for each region, execute or transfer, stan-
dard backpropagation cannot be used to train the policy net-
work. Therefore, we use reinforcement learning, based on
a reward per block, to train the policy network in an on-
line self-distilled fashion based on the task network’s out-
put. The reward function is based on the information gain,
representing the amount of task information gained by exe-

cuting the region instead of just transferring features. Note
that the task network’s weights are not updated, and only the
policy network is trained. Figure 2 presents an overview of
the components discussed in the next subsections.

3.1. Block-sparse processing with feature transfer

Standard libraries for deep learning such as PyTorch [33]
do not support efficient sparse convolutions. We build on
the framework introduced by SegBlocks [41] to process im-
ages in blocks, by first splitting images into blocks and
applying their BlockPadding module avoiding discontinu-
ities between blocks. At execution time, representations
throughout the network are stored and copied with efficient
and specialized CUDA modules.

3.2. Online policy with reinforcement learning

The policy network is trained to select important regions
that have high impact on the output. Using ground-truth
annotations of video sequences, one could extract the re-
gions where the output changes. However, many computer
vision datasets do not contain video sequences and annotat-
ing ground-truth is expensive. Instead of using ground-truth
annotations, we opt for a more flexible approach with self-
distillation and online reinforcement learning.

When a block is executed, the importance of this execu-
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Figure 3: Illustration of a video sequence, with execution grids, frame states and outputs. The frame state is only updated
for selected regions (yellow), whereas features from other regions are re-used from the previous frame (purple). The output
bounding boxes are visualized for detections with scores larger than 0.5, whereas the reward scales with the detection score.
A video with visualizations can be found in supplemental material.
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Figure 4: Policy network architecture. Dimensions are given as W×H×C, with input images of 2048×1024×3 pixels.

tion is determined using the information gain. Blocks where
large changes in the output occur have a large information
gain. This way, the policy network can learn the relative
importance of blocks at execution time, without requiring
a separate training pipeline, expensive teacher network or
annotated data.

3.3. Policy network architecture

The policy network uses a lightweight 8-layer ResNet
backbone combined with a fully convolutional head, with
the architecture depicted in Figure 4. The backbone oper-
ates on a feature representation St consisting of 4 inputs:

• Current frame It: the RGB frame at time t.
• Previous frame state Ht−1: the previous frame state is

an RGB frame, where each block has the image con-
tent of the last executed block for that position. By
using the previous state, instead of simply the previ-
ous frame, we ensure that the network can detect small
accumulating changes.

• Previous output Ot−1: We represent detections or in-
stances using a probability mask for each individual
class. For segmentation, the output probabilities per
pixel are used.

• Previous execution gridAt−1: The previous execution
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grid is a binary mask indicating which blocks were ex-
ecuted for the previous frame. In combination with the
previous output, this improves the exploration ability
of the policy, as previously executed blocks with no
information gain are less likely to contain new infor-
mation.

3.4. Information Gain

To determine the importance of each region, we de-
fine the Information Gain (IG) for each output pixel, as a
quantity representing the amount of additional information
gained by executing the model for that pixel compared to
using the previous output. The information gain IGt at
time t is a function of the outputOt and the previous output
Ot−1.

The formulation of information gain is task-dependent,
exploiting a task’s characteristics to minimize the number
of required computations while maximizing the output ac-
curacy. The information gain is determined per pixel p, and
combined afterwards per block b using max-pooling:

IGb = max IGp ∀p ∈ b . (1)

Object detection For object detection tasks, the informa-
tion gain depends on the movement of objects and the score
of the prediction. For every new frame, predicted bounding
boxes are matched with the previous detections, by choos-
ing the most overlapping detection using the intersection-
over-union IoUbb of the bounding boxes. High overlap
means low information gain, with static objects having no
information gain. If an object does not overlap with any
object detected in the previous frame, the object is a new
detection and has an information gain equal to the detection
score. Objects in the previous frame not matched with any
object in the current frame also have information gain equal
to the score of the previous detection, as those detections
should be removed.

Algorithm 1 is used to determine the information gain.
Note that it is important to also assign information gain to
pixels of the detections in the previous frame, in order to
update or remove those detections when needed. Figure 3
contains visualizations for the information gain.

Instance segmentation The definition of information
gain for instance segmentation is similar to the one of object
detection, but the Intersection-over-Union is determined by
the instance masks instead of the bounding boxes.

Semantic segmentation Semantic segmentation is a
dense pixelwise classification task, where the network out-
puts a probability distribution per pixel. The information
gain of each output pixel is determined by the pixelwise KL-
Divergence between the output probability distributions.

Algorithm 1 Information Gain for Object Detection
require: outputs Ot, previous outputs Ot−1

# Initialize information gain as zero-filled matrix of sizeH×W
IG← 0H×W

for all detections det in Ot do
# find most overlapping detection of previous output
IoUbest ← 0
prevDetbest ← NULL
for all detections prevDet in Ot−1 do

if IoU(det, prevDet) > IoUbest then
IoUbest ← IoU(det, prevDet)
prevDetbest ← prevDet

# set IG for pixels in bounding box of detection
for all pixels p ∈ det do

IGp ← max(IGp, (1− IoUbest) · detscore)
# set IG for pixels in bounding box of matched detection
for all pixels p ∈ prevDetbest do

IGp ← max(IGp, (1− IoUbest) · prevDetscore)
# process previous detections not overlapping with current ones
for all detections prevDet in Ot−1 do

if prevDet not processed then
IGp ← prevDetscore ∀ pixels p ∈ prevDet

return IG

3.5. Reinforcement learning

The policy network fpn with parameters θ outputs a
probability pb for each block b, indicating whether the fea-
tures in that block should be calculated instead of just trans-
ferred. The network operates on the feature representation

St = {It,Ht−1,At−1,Ot−1} (2)

and outputs execution probabilities for each block b:

Pt = fpn(St; θ) (3)

with Pt = [p1, . . . , pb, . . . , pB ] ∈ [0, 1]B . (4)

Probabilities Pt are sampled to execution decisions At =
[a1, . . . , ab, . . . , aB ] ∈ {0, 1}B . The policy πb,θ(ab | St)
gives the probability of action ab. Execution decision
ab = 1 results in execution of block b and ab = 0 results
in feature transfer from the previous execution.

Stochastic sampling according to the probabilities en-
courages search space exploration, in comparison to sim-
ple thresholding. As gradients cannot be backpropagated
through the sampling operation, we adopt reinforcement
learning in order to optimize the policy for the task at hand.

Actions should maximize the reward for each block, with
the objective to be maximized at each time step given by

maxJ (θ) = max

B∑
b=1

(
Eab∼πb,θ

[
Rb(ab)

])
(5)

where Rb is the reward based on the Information Gain
IG as described later. The reward, loss, objective and
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parameters are determined at every timestep t, which we
omit for simplicity of notation. The policy network’s pa-
rameters θ can then be updated using gradient ascent with
learning rate α:

θ ← θ + α∇θ[J (θ)] . (6)

Based on REINFORCE policy gradients [44], we can de-
rive the loss function as (see supplemental material)

L = −
B∑
b=1

(
Rb(ab)log πb,θ(ab | St)

)
. (7)

The reward Rb depends on the information gain of that
block. A trivial state would be to execute all blocks. There-
fore, we introduce a rewardRcost weighted by hyperparam-
eter γ to balance the number of computations:

Rb(ab) = RIG(ab) + γRcost(ab) . (8)

Executed blocks have a positive reward for positive infor-
mation gain. In contrast, non-executed blocks have a nega-
tive reward to increase the likelihood of being executed:

RIG(ab) =

{
IGb if ab = 1 ,

−IGb if ab = 0 .
(9)

with IGb the information gain in a block.
The cost of a frame is the percentage of executed blocks:

Ct =
∑B
i ai
B

∈ [0, 1] . (10)

As some frames might require more executed blocks than
others, we define a moving average with momentum µ:

Mt = (1− µ) · Ct + µ · Ct−1 . (11)

Instead of simply minimizing the cost, we use a target pa-
rameter τ ∈ [0, 1], which defines the desired average cost.
This results in more stable training with less dependence on
the exact value of γ. The cost reward is then given by

Rcost(ab) =

{
τ −Mt if ab = 1 ,

−(τ −Mt) if ab = 0 .
(12)

Executed blocks, where ab=1, have a positive reward when
the number of computations is lower than target τ . The tar-
get could be adjusted at execution time, changing the model
complexity on-the-fly.

4. Experiments
The acceleration achieved by BlockCopy is evaluated

on pedestrian detection, instance segmentation and se-
mantic segmentation tasks using datasets containing high-
resolution video sequences. Pedestrian detection is a single-
class object detection problem. Our method is particu-
larly suited for this task, as small persons need to be de-
tected in high-resolution images. For each task, we inte-
grate BlockCopy in state of the art existing networks, using

publicly available implementations. Implementation details
are given in the respective subsections. In fully convolu-
tional single-stage architectures, e.g. CSP [25] and Swift-
Net [31], we integrate our block-sparse convolution with
temporal feature propagation in all convolutional layers.
For two-stage architectures, such as Mask-RCNN [12] and
MGAN [32], only the backbone and region proposal net-
work are optimized, with the network head applied as nor-
mal.

Datasets The Cityscapes [5] dataset is used to evaluate
instance and semantic segmentation. The dataset consists of
2975, 500 and 1525 video sequences for training, validation
and testing respectively. Each video sequence contains 20
frames of 2048×1024 pixels recorded at 17 Hz, with the last
frame having detailed semantic and instance annotations.
We use the standard 19 classes for semantic segmentation
and 8 classes for instance segmentation. CityPersons [49]
builds on Cityscapes by adding high-quality bounding box
annotations for 35000 persons.

Note that we do not use ground-truth annotations to train
our method, as the policy network is trained in a self-
distillated fashion. Ground-truth labels are only used to
evaluate accuracy after speeding up inference.

Evaluation Metrics The accuracy of pedestrian detection
is evaluated using the log-average miss rate (MR) criterion,
following the standard metrics (Reasonable, Bare, Partial,
Heavy) of CityPersons [49]. Instance segmentation is eval-
uated using COCO-style mean average precision (AP) and
AP50 for an overlap of 50%, while semantic segmentation
uses the mean Intersection-over-Union (mIoU) metric.

Computational cost is measured by two metrics: the
number of operations and the inference speed. The number
of operations is reported as billions of multiply-accumulates
(GMACS). Inference speed is measured as the average pro-
cessing time per frame, including data loading and post-
processing, on an Nvidia GTX 1080 Ti 11 GB GPU with
an Intel i7 CPU, PyTorch 1.7 and CUDA 11.

BlockCopy configuration For all tasks, we train the pol-
icy network in an online fashion using an RMS optimizer
with learning rate 1e−4 and weight decay 1e−3. To miti-
gate the impact of the backward pass and weight updates,
we only update the policy weights every 4 frames. Before
running on the validation or test set, the policy is initialized
on 400 training clips. The first frame of a video sequence
is always executed completely, and the following 19 frames
are processed sparsely using the BlockCopy framework and
policy. We evaluate each network and task with varying
cost targets τ ∈ [0, 1] in order to obtain models with differ-
ent computational complexities. Hyperparameter γ setting
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Table 1: Results (log-average Miss Rate) on CityPersons val/test set. Values marked with † were determined using the
Pedestron [11] implementation. Inference time per frame measured on a GTX 1080 Ti GPU.

Method Backbone Reasonable [test] Reasonable Bare Partial Heavy GMACs avg. sec/img

CSP + BlockCopy (τ=0.3) ResNet-50 12.50 11.4 7.6 10.8 49.5 393 0.151 s
MGAN + BlockCopy (τ=0.3) VGG-16 10.83 11.2 6.3 10.9 60.5 560 0.140 s

CSP (CVPR2019) [25] ResNet-50 - 11.0 7.3 10.4 49.3 1128 † 0.330 s
MGAN (ICCV2019) [32] VGG-16 - 11.0 - - 50.3 1104 † 0.224 s †
MGAN scale ×1.3 [32] VGG-16 9.29 9.9 - - 45.4 1665 † 0.370 s †
ALFNet (ECCV2018) [24] ResNet-50 - 12.0 8.4 11.4 51.9 - 0.270 s
AdaptiveNMS (CVPR2019) [23] VGG-16 11.17 10.8 6.2 11.4 54.0 - -
OR-CNN (ECCV2018) [50] VGG-16 11.32 11.0 5.9 13.7 51.3 - -
HBAN (Neurocomputing2020) [27] VGG-16 11.26 10.7 - - 46.9 - 0.760 s

the balance between the reward terms is fixed to 5, with the
cost momentum µ set to 0.9.

Baselines Besides comparisons with other methods, we
compare our inference speedup method with lower spatial
resolution and lower frame rate baselines. Reducing the in-
put resolution decreases the number of operations and in-
creases inference speed, with worse predictions for small
objects. Decreasing the frame rate by skipping frames de-
creases temporal resolution. Our experiments show that
lowering the frame rate has a significant impact on accu-
racy, underlining the important of fast processing.

4.1. Pedestrian detection

We integrate our method in the Center and Scale Pre-
dictor (CSP) [25] and Mask-Guided Attention Network
(MGAN) [32] architectures. CSP is a single-stage anchor-
free detector, predicting the center and scale of each ob-
ject with the aspect ratio fixed to 0.41. It builds on the
ResNet-50 [13] backbone. MGAN is a dual-stage detec-
tor using the VGG [37] backbone. Our implementation is
based on the Pedestron [11] framework. The standard eval-
uation setting uses 17 Hz video sequences at 2048×1024
resolution on the Citypersons dataset [49].

The detection results for CSP [25] with BlockCopy are
shown in Figure 5a and Figure 5b, when comparing the
number of operations (GMACS) and inference time respec-
tively. BlockCopy models (with different target costs τ )
achieve better detection results (lower miss rate) than lower
resolution and lower frame rate baselines, demonstrating
improved efficiency. With τ=0.3, the amount of operations
and processing time is more than halved with only 0.4% in-
crease in miss rate. Table 1 compares BlockCopy to other
methods and demonstrates that our method is faster than ex-
isting methods while achieving competitive accuracy.

4.2. Instance segmentation

We integrate BlockCopy in the popular Mask-
RCNN [12] architecture with ResNet-50 [13] backbone
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Figure 5: Results on CityPersons validation set on CSP [25]
with BlockCopy. Miss Rate (MR) is reported for the Rea-
sonable subset. Models with BlockCopy consistently out-
perform lower resolution baselines of similar complexity.

for instance segmentation, using the baseline provided by
Detectron2 [45]. Figure 6a and 6b show that integrating
BlockCopy with τ=0.3 halves the amount floating point
operations with 0.9% accuracy decrease, while the frames
processed per second increases from 6.7 to 11.0 FPS. The
test set submission of our method (with τ=0.5) achieved
31.7 AP, compared to 32.0 AP of the Mask-RCNN
baseline [12], with ×1.65 faster inference.

4.3. Semantic segmentation

We compare BlockCopy with other video processing us-
ing optical flow and adaptive keyframe scheduling on a se-
mantic segmentation task. Our method can be seen as a
sparse version of adaptive scheduling, where each block is
scheduled individually.

BlockCopy is integrated in the popular DeepLabV3+ [4]
network combined with a ResNet-101 [13] backbone, and
the faster SwiftNet [31] model with ResNet-50.

Since other methods report inference time on various
GPUs, we scaled those values to be equivalent to a Nvidia
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Table 3: Overhead of BlockCopy components in the CSP network for pedestrian detection [25].

Method Total Task network Policy GMACS Task GMACS Policy Acc. (MR)

Sparse Conv.
Overhead

Feature
Transfer Ops

Policy
Network

Inform.
Gain

Backward pass +
Weight update

CSP baseline 330 ms N.A. N.A. 330 N.A. N.A. N.A. 1128 N.A. 11.0 %
CSP + BlockCopy
(τ = 0.7) 275 ms 30 ms 9 ms 215 ms 9 ms 3 ms 9 ms 812 (-28%) 6.5 11.1 %

CSP + BlockCopy
(τ = 0.5) 204 ms 25 ms 12 ms 146 ms 9 ms 4 ms 8 ms 599 (-47%) 6.5 11.3 %

CSP + BlockCopy
(τ = 0.3) 150 ms 21 ms 15 ms 92 ms 9 ms 3 ms 10 ms 388 (-65%) 6.5 11.4 %
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Figure 6: Cityscapes instance segmentation val set.
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Figure 7: Results on Cityscapes semantic segmentation val-
idation set. Inference time of other methods is compensated
for GPU performance to match GTX 1080 Ti (see supple-
mental). Other video methods are Accel [17], Awan and
Shin [2], BMV-prop-mv [16], Clockwork [36], DFF [51],
DVSNet [48], LLVSS [20] and OKSS [1].

GTX 1080 Ti, as proposed by other works for fair com-
parison [31]. All data, including non-compensated infer-
ence time and the GPU scaling factors, can be found in sup-
plemental. Figure 7 shows that our method is competitive

Table 2: Ablation for policy network.

Backbone Online It It−1 Ft−1 Ot−1 At−1 GMACS MR

ResNet-8

X X 6.4 13.0 %
X X X 6.4 12.0 %
X X X 6.4 12.0 %
X X X X 6.5 11.7 %
X X X X X 6.5 11.5%
X X X X X 6.5 11.4 %

X X X X 6.5 13.3 %
ResNet-20 X X X X X 34.1 11.5 %

with methods designed specifically for semantic segmenta-
tion and achieves higher mIoU with lower inference time.

5. Ablation
Ablation for the policy network is given in Table 2 and

shows that including more information about the previous
frame is beneficial. Online learning slightly outperforms
offline learning. The overhead introduced by BlockCopy is
given in Table 3. The execution of the policy network and
the updates of the weights based on information gain are
relatively cheap compared to the task network.

6. Conclusion
We proposed the BlockCopy framework that can be ap-

plied to existing pre-trained convolutional neural networks,
improving their efficiency for high-resolution video-based
processing. We integrated the method in a variety of net-
works for different computer vision tasks, demonstrating
strong inference speedup with only a small drop in accu-
racy. Tasks such as pedestrian detection and instance seg-
mentation are particularly suited for this method, as only
few image areas are important. By not requiring training la-
bels, our method can be integrated in deployment pipelines
starting from existing pre-trained models.
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