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Abstract

In this paper, we present a novel approach to synthesize
realistic images based on their semantic layouts. It hypoth-
esizes that for objects with similar appearance, they share
similar representation. Our method establishes dependen-
cies between regions according to their appearance corre-
lation, yielding both spatially variant and associated rep-
resentations. Conditioning on these features, we propose
a dynamic weighted network constructed by spatially con-
ditional computation (with both convolution and normaliza-
tion). More than preserving semantic distinctions, the given
dynamic network strengthens semantic relevance, benefit-
ing global structure and detail synthesis. We demonstrate
that our method gives the compelling generation perfor-
mance qualitatively and quantitatively with extensive exper-
iments on benchmarks.

1. Introduction
Semantic image synthesis transforms the abstract seman-

tic layout to realistic images, an inverse task of semantic
segmentation (Figure 1). It is widely used in image manip-
ulations and content creation. Recent methods on this task
are built upon generative adversarial networks (GAN) [7],
modeling image distribution conditioning on segmentation
masks.

Despite its substantial achievement [14, 31, 24, 21, 29,
4, 26, 16, 30], this line of research is still challenging due to
the high complexity of characterizing object distributions.
Recent advance [24, 21] on GAN-based image synthesis
concentrates on how to exploit spatial semantic variance
in the input for better preserving layout and independent
semantics, leading to further generative performance im-
provement. They both use different parametric operators
to handle different objects.

Specifically, SPADE [24] proposes a spatial semantics-
dependent denormalization operation for the common nor-
malization, as the feature statistics are highly correlated
with semantics. CC-FPSE [21] extends this idea to convo-
lution using dynamic weights, generating spatially-variant

Figure 1. Semantic image synthesis results of our method on face
and scene datasets.

convolutions from the semantic layouts. Relationships be-
tween objects are implicitly modeled by the weight-sharing
convolutional kernels (SPADE) or hierarchical structures
brought by stacked convolutions. We believe when per-
forming semantic-aware operations, enhancing object rela-
tionship could be further beneficial to final synthesis, since
context and long-range dependency have proven effective in
several vision tasks [6, 32, 43, 41, 34].

To explicitly build connection between objects and stuff
in image synthesis, we propose a semantic encoding and
stylization method, named semantic-composition genera-
tive adversarial network (SC-GAN). We first generate the
semantic-aware and appearance-correlated representations
from mapping the discrete semantic layout to their corre-
sponding images.

Our idea is inspired by the following observation. Dif-
ferent semantics are with labels in scene or face parsing
datasets. Some of them are highly correlated in appearance,
e.g., the left and right eyes in CelebAMask-HQ [19]. We
abstract objects in images or feature maps into vectors by
encoding the semantic layout, which we call semantic vec-
tors. This intermediate representation is to characterize the
relationship between different semantics based on their ap-
pearance similarity.

With these semantic vectors, we create semantic-aware
and appearance-consistent local operations in a semantic-
stylization fashion. Consistent with the proposed seman-
tic vectors, these dynamic operators are also variant in se-
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mantics and correlated in appearance. Our proposed op-
erators are extended from existing conditional computation
[38] to stylize the input conditioned on the semantic vec-
tors. Specifically, we exploit semantic vectors to combine a
shared group of learnable weights, parameterizing the con-
volutions and normalizations used in semantic stylization.

Note the learning of semantic vectors and render candi-
dates is non-trivial. Intuitive designs that encode the seman-
tic layout to semantic vectors for later dynamic computa-
tions make semantic vectors stationary, since these seman-
tic vectors are not directly regularized by the appearance
information in the image. In this paper, we make the learn-
ing of semantic encoding and stylization relatively indepen-
dent. Semantic encoding is trained by estimating the corre-
sponding natural images from the input semantic layouts by
maximum likelihood. Semantic stylization is trained in an
adversarial manner.

Our method is validated on several image synthesis
benchmark datasets quantitatively and qualitatively. Also,
the decoupled design of semantics encoding and stylization
makes our method applicable to other tasks, e.g., unpaired
image translation [46]. Our contribution is threefold.

• We propose a new generator design for GAN-based se-
mantic image synthesis. We present spatially-variant
and appearance-correlated operations (both convolu-
tion and normalization) via spatially conditional com-
putation, exploiting both local and global characteris-
tics for semantic-aware processing.

• Our proposed generator with a compact capacity out-
performs other popular ones on face and scene synthe-
sis datasets in visual and numerical comparisons.

• The decoupled design in our method finds other appli-
cations, e.g. unpaired image-to-image translation.

2. Related Work
2.1. Semantic Image Synthesis

This task is to create a realistic image based on the given
semantic layout (pixel-level semantic labels). Essentially,
it is an ill-posed problem as one semantic layout may cor-
respond to several feasible pictures. It can be dated back
to ‘Image analogy’ in 2001 [10], in which the mentioned
mapping uncertainties are resolved by the local matching
and constraints from a reference image.

Recent learning-based approaches [14, 31, 35, 24, 21,
29, 36, 4, 26, 16, 30, 33, 47, 28] greatly advance this area,
formulating it as an image distribution learning problem
conditioned on the given semantic maps. Due to the de-
velopment of conditional generative adversarial networks
(cGAN) [22], pix2pix makes seminal exploration on im-
age synthesis [14]. It gives some components and princi-
ples about how to apply cGAN to this problem, including

loss design, generator structures (e.g., encoder-decoder and
U-Net), and Markovian discriminator (also known as Patch-
GAN).

Later, Wang et al. propose a new enhanced version
pix2pixHD [31]. By introducing a U-Net style genera-
tor with a larger capacity and several practical techniques
for improving GAN training, including feature matching
loss, multi-scale discriminators, and perceptual loss, their
method boosts the image synthesis performance on produc-
ing vivid details. Further, SPADE is developed on improv-
ing the realism of the synthesized images by working on the
normalization issue [24]. It shows using the given segmen-
tation masks to explicitly control the affine transformation
in the used normalization can better preserve the generated
semantics, leading to a noticeable improvement. Such an
idea is further extended in CC-FPSE [21]. It dynamically
generates convolutional kernels in the generator condition-
ing on the input semantics.

Besides of GAN-based methods, research explores this
task from other perspectives. Chen et al. [4] produce im-
ages using cascaded refinement networks (CRN) progres-
sively with regression, starting from small-scale semantic
layouts. Qi et al. [26] proposed a semi-parametric approach
to directly utilize object segments in the training data. They
retrieve object segments with the same semantics and sim-
ilar shapes from the training set to fill the given semantic
layout, and then regress these assembled results to the final
images. Additionally, Li et al. [20] employ implicit maxi-
mum likelihood estimation to CRN, to pursue more diverse
results from a semantic layout.

2.2. Dynamic Computation

In the development of neural network components, dy-
namic filters [15] or hypernetworks [8] are proposed for
their flexibility to input samples. It generates dynamic
weights conditioned on the input or input-related features
for parameterizing some operators (mostly fully-connected
layers or convolutions). This has been applied to many tasks
[39, 25, 12, 2, 24, 21, 17].

Conditionally Parameterized Convolutions It is a spe-
cial case of dynamic filters, which produces dynamic
weights by combining the provided candidates condition-
ally [38]. It uses the input features X to generate the input-
dependent convolution kernels in the neural nets by a learn-
able linear combination of a group of kernels {w}1,...,n,
as (

∑n
i=1 αi(X)wi), where αi(X) computes an input-

dependent scalar to choose the given kernel candidates, and
n is the expert number. It is equivalent to a linear mixture
of experts, with more efficient implementation.

In this paper, our proposed dynamic computation units
are extended from conditionally parameterized convolu-
tions. We generalize the scalar condition into a spatial one
and also apply these techniques to normalization.
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Figure 2. Framework of SC-GAN. SCB denotes the spatially conditional block. It is constructed by spatial conditional convolutions and
normalizations, parameterized by semantic vectors V. Its design is given in Figure 4 and Section 3.2.

3. Semantic-Composition GAN

We aim to transform a semantic layout S ∈ {0, 1}h×w×c

to a realistic picture Î ∈ Rh×w×3 (where h, w, and c de-
note the height, width, and the category number in semantic
layout, respectively), as Î = f(S), in which f is a nonlin-
ear mapping. During training, paired-wise data is available
given the corresponding natural image I of S provided. We
demand synthesized image Î to match the given semantic
layout. But Î and I are not necessarily identical.

Our semantic-composition GAN (SC-GAN) decouples
semantic image synthesis into two parts: semantic encoding
and stylization. They are realized by semantic vector gener-
ator GV (SVG) and semantic render generator GR (SRG),
respectively. As shown in Figure 2, SVG takes the semantic
layout S and produces multi-scale semantic vectors in a fea-
ture map form (since we treat each feature point as a seman-
tic vector). SRG is to transform a random sampled noise to
the final synthesized image with a dynamic network. The
key operators (convolution and normalization) in this net-
work are conditionally parameterized by the semantic vec-
tors provided by SVG and a group of weight candidates.

3.1. Semantic Vectors Generation

SVG is to transform the input discrete semantic labels
S into semantic-and-appearance correlated representation
of semantic vectors, building the relationship between dif-
ferent semantics according to their appearance similarities.
For example, grass and trees are represented by different
semantic labels in COCO-stuff [1], sharing similarities in
color and texture. Our method represents their correspond-

ing regions with different but similar representations.
Generally, semantic vectors are learned from encoding

of the input semantic labels into the corresponding image.
SVG takes input of the semantic layout S and generates the
corresponding semantic vectors in feature map form as V ∈
[0, 1]h

′×w′×n with different scales. It is expressed as

{Vt}t=1,...,T = fV(S), (1)

where t denotes a different spatial scale.
SVG is in a cascaded refinement form, structured as

CRN [4]. We feed a small-scale semantic layout into it,
encode the input and upsample the features, and concate-
nate it with a larger-scale semantic layout. We repeat this
process until the output reaches the final resolution.

Nonlinear Mapping We regularize the computed seman-
tic vectors using a nonlinear mapping. Directly employing
the these unconstrained vectors would lead to performance
drop (shown in Section 4.3). Suppose v = Vi,j ∈ Rn,
where i and j index height and width. We further normal-
ize its values into [0, 1] with softmax for better performance
and interpretability as

g(τv)i =
exp(τvi)∑n
j=1 exp(τvj)

, (2)

where vi denotes the ith scalar in v, and τ = 0.05 is the
temperature to control smoothness of the semantic vectors
v. The smaller τ is, the smoother v is. Note g(·) could
be sigmoid, tanh, or other nonlinear functions. The perfor-
mance along with our choices will be empirically compared
and analyzed in the Section 4.3.
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Figure 3. Feature correlation matrix between semantic vectors of
different semantics (left) and 2D feature distributions (compressed
by t-SNE) of semantic vectors (right) on CelebAMask-HQ.

Figure 4. Employed residual block using the proposed spatially
conditional convolution (SCC) and normalization (SCN).

Effectiveness of Semantic Vectors We visualize the cor-
relation between different semantic regions using semantic
vectors. It is found that these vectors are related by the ap-
pearance similarity. Figure 3 (left) shows cosine similari-
ties between mean semantic vectors of different semantics.
Note the semantic vectors representing the left and right
eyes are almost identical (with cosine similarity 0.999).
This is also observed in the relationship between the upper
and lower lips. Intriguingly, it also reveals that the semantic
vectors for skin are close to those of the nose.

Figure 3 (right) illustrates how these semantic vectors are
distributed (compressed to 2D by t-SNE, only 1% points are
visualized for clarity). Note that blue points standing for left
eyes are much overlapped with those of right eyes. Also, the
orange point cluster is close to the green one for upper and
lower lips. It validates that semantic vectors can give similar
representations to different semantic regions with a similar
appearance. These semantic vectors are extracted from 100
random images of CelebAMask-HQ.

3.2. Semantic Render Generation

SRG is a generator in a progressive manner, built with
the residual block [9] (Figure 4) formed by our proposed
spatial conditional convolution (SCC, left of Figure 5) and
spatial conditional normalization (SCN, right of Figure 5).
It transforms random noise z into the target image Î, condi-
tioned on {Vt} of S. It is formulated as

Î = fR(z|{Vt}), (3)

where z ∼ N and N is a standard normal distribution.

Figure 5. Conceptual illustration of spatial conditional computa-
tion. Left: spatially conditional convolution (SCC), right: spatially
conditional normalization (SCN).

Both SCC and SCN are spatially conditional, parameter-
ized from semantic vectors and a shared group of weights,
making them produce semantic-aware and appearance-
correlated operators. Their designs are detailed below.

Spatially Conditional Convolution For input feature
maps F ∈ Rh×w×c (intermediate representation of z
in SRG), assuming its learnable kernel candidates are
{k1,k2, ...,kn}, with semantic vectors V ∈ Rh×w×n, we
compute the corresponding output as

scc(F,V; {ki}i=1,...,n)r,c =

n∑
i=1

(Vr,c,iki) ∗ Fr,c, (4)

where r and c indicate the row and column indexes of the
given feature maps, and i indexes both the channel of V and
the weight candidate.

Spatially Conditional Normalization Similarly, the spa-
tially conditional normalization employs linearly combined
mean and variance for the affine transformation after nor-
malization. Still for F and V, suppose its learnable
mean and variance candidates are {m1,m2, ...,mn} and
{s1, s2, ..., sn}, we yield the normalized output as

scn(F,V; {mi, si})r,c =
Fr,c − µ(F)

σ(F)
× ŝr,c + m̂r,c,

where ŝr,c =
n∑

i=1

(Vr,c,isi), m̂r,c =
n∑

i=1

(Vr,c,imi),

(5)

where µ(·) and σ(·) are to compute the mean and standard
variance of their input, respectively. Mean and variance
candidates are initialized to 0 and 1, respectively.

Analysis Inheriting from the spatially adaptive process-
ing idea from SPADE [24] in semantic image synthesis, our
model generates semantic-aware convolutions and normal-
ization to handle different semantic regions indicated by the
input. This idea is also explored in CC-FPSE [21], which
employs segmentation masks to parameterize the condi-
tional convolution directly by generating weights. Although

13752



it improves the generation quality of SPADE, the compu-
tation is expensive, since its independent spatially variant
convolutional operations can only be implemented using lo-
cal linear projection instead of standard convolution.

In contrast, our operators are correlated when they cope
with regions with similar appearance and yet with differ-
ent labels, achieved by the semantic vectors and the shared
group of weights. Besides, our SCC utilizes standard con-
volutions for efficient training and evaluation. As validated
in our experiments, our design is beneficial to long-range
dependency modeling, consistently improving generation
performance.

3.3. Learning Objective

The optimization goal of our method consists of two
parts with style-related loss and regression loss. The former
contains perceptual loss, GAN loss, and feature matching
loss. Regression loss on SVG is to learn semantic-aware
and appearance-consistent vectors, named semantic vector
generation loss. In general, our optimization target is

L = λpLp + λganLG
gan + λfmLfm + λsLs, (6)

where λp, λgan, λfm, and λrwg are trade-off regularization
parameters, set to 10, 1, 10, and 2, respectively.

Perceptual Loss We employ the pretrained natural image
manifold to constrain the generative space of our model.
Specifically, we minimize the discrepancy between the pro-
duced images and their corresponding ground truth in the
feature space of VGG19 [27] as

Lp(̂I, I) =

5∑
i=1

||Φi 1(̂I)− Φi 1(I)||1, (7)

where Φi 1 indicates extracting the feature maps from the
layer ReLU i 1 of VGG19.

GAN Loss We train our generator and discriminator using
hinge loss. Its learning goal on generator is

LG
gan = −Ez∼Pz,S∼PdataD(G(S|z)), (8)

where G and D denote the generator (including SVG and
SRG) and discriminator of our SC-GAN, respectively. The
corresponding optimization goal for the discriminator is

LD
gan =EI∼Pdata [max(0, 1−D(I))]+

Ez∼Pz,S∼Pdata [max(0, 1 +D(G(S|z))].
(9)

For the discriminator, we directly employ the feature pyra-
mid semantics-embedding discriminator from [21].

Semantic Vector Generation Loss To prevent SVG gen-
erates trivial semantic vectors for later generation, we regu-
larize its learning by predicting the corresponding informa-
tion of the fed semantic layout as

Ls = ||f out
V (S)− I||p, (10)

where f out
V (S) denotes the predicted image from SVG. p =

1 or 2. Note that we can also conduct such measure in the
perceptual space of a pretrained classification network like
Eq. (7). This is studied in Section 4.3.

3.4. Implementation

We apply spectral normalization (SN) [23] both on the
generator and discriminator. Also, a two time-scale update
rule [11] is used during training. The learning rates for the
generator and discriminator are 1e − 4 and 4e − 4, respec-
tively. The training is conducted with Adam [18] optimizer
with β1 = 0 and β2 = 0.999. For the used batch normal-
ization, all statistics are synchronized across GPUs. Unless
otherwise specified, the used candidate number n from Eqs.
(4) and (5) of our method is set to 3 in experiments.

4. Experiments

Our experiments are conducted on four face and scene
parsing datasets: CelebAMask-HQ [19], Cityscapes [5],
ADE20K [45], and COCO-Stuff [1]. In our experi-
ments, images and their corresponding semantic layouts in
CelebAMask-HQ, Cityscapes, ADE20K, and COCO-Stuff
are resized and cropped into 512×512, 256×512, 256×256,
256 × 256, respectively. The train/val splits follow the set-
ting of these datasets.

For training of our method, we take 100, 200, 200, and
100 epochs on CelebAMask-HQ, Cityscapes, ADE20K,
and COCO-Stuff, respectively. The first half of epochs
on the first three datasets are with full learning rates and
the remaining half linearly decays with learning rates ap-
proaching 0. Our computational platform is with 8 NVIDIA
2080Ti GPUs.

Baselines We take CRN [4], SIMS [26], Pix2pixHD [31],
SPADE [24], Mask-GAN [19], and CC-FPSE [21] as base-
lines. The following evaluation is all with their original im-
plementation and pretrained models from their official re-
lease. Some new results on CelebAMask-HQ from SPADE
are trained from scratch with their default training setting.
CC-FPSE is not applicable here since it consumes more
GPU memory on the face dataset than we can afford. The
reason is that it realizes conditional convolution with spa-
tially independent local linear processing, leading to con-
siderable computational overhead. Note that Mask-GAN is
developed for facial image manipulation in style transfer,
which exploits both the semantic layout and a reference im-
age. Its qualitative and quantitative evaluation is only for
reference because it uses extra input information.

About the model complexity, our SC-GAN has the min-
imal capacity of 66.2M parameters, compared to referred
numbers of parameters of 183.4M for Pix2pixHD, 93.0M
for SPADE, and 138.6M for CC-FPSE.
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Table 1. Quantitative results on the validation sets from different methods.

Method CelebAMask-HQ Cityscapes ADE20K COCO-Stuff
FID ↓ LPIPS ↓ mIoU ↑ Acc ↑ FID ↓ mIoU ↑ Acc ↑ FID ↓ mIoU ↑ Acc ↑ FID ↓

CRN [4] N/A N/A 52.4 77.1 104.7 22.4 68.8 73.3 23.7 40.4 70.4
SIMS [26] N/A N/A 47.2 75.5 49.7 N/A N/A N/A N/A N/A N/A

pix2pixHD [31] 54.7 0.529 58.3 81.4 95.0 20.3 69.2 81.8 14.6 45.7 111.5
SPADE [24] 42.2 0.487 62.3 81.9 71.8 38.5 79.9 33.9 37.4 67.9 22.6

CC-FPSE [21] N/A N/A 65.6 82.3 54.3 43.7 82.9 31.7 41.6 70.7 19.2
Ours 19.2 0.395 66.9 82.5 49.5 45.2 83.8 29.3 42.0 72.0 18.1

Table 2. User study. Each entry gives the percentage of cases
where our results are favored.

Methods CelebAHQ Cityscapes ADE20K COCO
Ours > SPADE 76.00% 59.50% 66.62% 57.78%

Ours > CC N/A 54.12% 60.28% 53.60%

Evaluation Metrics Following the testing protocol in the
semantic image synthesis task [31, 24], we evaluate our
methods along with baselines in the following perspectives:
quantitative performance in Fréchet Inception Score (FID)
[11] and learned perceptual image patch similarity (LPIPS)
[44], semantic segmentation, and user study. In semantic
segmentation, like the existing work [31, 24], we use mIoU
and mAcc (mean pixel accuracy) performed on the synthe-
sized results from the trained segmentation models to assess
the result quality. DeepLabV2 [3], UperUnet101 [37], and
DRN-D-105 [40] are employed for COCO-Stuff, ADE20K,
and Cityscapes, respectively.

4.1. Quantitative Comparison

Table 1 indicates that our method yields decent perfor-
mance, manifesting the effectiveness of our design of gener-
ating layout-aligned and appearance-related operators. On
CelebAMask-HQ, our proposed SC-GAN improves face
synthesis in terms of FID to 19.2, compared to FID of
Spade 42.2. Our score is even lower than that computed
from MaskGAN (21.4), which specializes in face manip-
ulation utilizing ground truth face images for style refer-
ence. In scene-related datasets, e.g. Cityscapes, ADE20K,
and COCO-Stuff, our method works nicely regarding seg-
mentation and generation evaluation, giving non-trivial im-
provements compared with baselines, especially on FID.

In the comparison shown in Table 1 among CRN, CC-
FPSE, and our SC-GAN, SC-GAN also shows better results
in terms of mIoU, Acc, and FID. It proves the necessity to
learn the semantic vectors from the segmentation masks in
our method, since CRN concatenates segmentation masks
in every input stage and CC-FPSE parameterizes convolu-
tion by generating weights from segmentation masks.

User Study Adhering to the protocol in SPADE [24], we
list our user study results in Table 2 to compare our method
with SPADE and CC-FPSE. Specifically, the subject judges

Table 3. Impact of different operators (Op) on the generative per-
formance on Cityscapes.

Op Conv+BN Conv+SCN SCC+BN SCC+SCN
mIoU↑ 62.6 63.1 66.3 66.9
FID↓ 69.7 60.9 54.0 49.5

which synthesizing result looks more natural corresponding
to the input semantic layout. In all conditions, results from
our model are more preferred by users compared with those
from others, especially on CelebAMask-HQ.

4.2. Qualitative Results

Figures 6 and 7 give the visual comparison of our method
and other baselines. Our method generates natural results
with less noticeable visual artifacts and more appearing de-
tails. Note that the skin of persons by our method is more
photorealistic. Moreover, due to the effectiveness of seman-
tic vectors, our method yields more consistent eye regions
in Figure 6, and even creates intriguing reflections on the
water in the bottom row of Figure 7. More visual results are
given in the supplementary material.

Multi-modal Outputs and Interpolation Our method
synthesizes multi-modal results from the same semantic
layout using an additional encoder trained in the VAE man-
ner. With different sampled random noise, our method gives
diverse output in terms of appearance (top row in Figure 8).
Also, we can apply linear interpolation of these random vec-
tors, achieving a smooth transition from having a beard to
not with it (bottom row in Figure 8). It validates the effec-
tiveness of the learned manifold in our model.

4.3. Ablation Studies

We ablate the key design of our method on Cityscapes.

SCC vs. Standard Conv We construct three baselines,
where SRG employs conventional convolutions (Conv) and
Batch normalizations (BN), Conv and SCN, SCC and BN,
respectively, and SVG remains intact. For baselines using
Conv, we triple its Conv number in SRG compared to SCC
for fair comparisons, as n = 3 in Eq. (4). We use extra input
(concatenating V to the input feature maps F) for every
Conv, to see how the usage of V affects the performance.
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(1) Input (2) SPADE (3) Mask-GAN (4) Ours
Figure 6. Visual comparison on CelebAMask-HQ.

(1) Input (2) SPADE (3) CC-FPSE (4) Ours
Figure 7. Visual comparison on COCO-stuff and ADE20K.

From Table 3, we notice SCC boosts Cityscapes synthe-
sis from Conv in terms of mIoU and FID (mIoU: 62.6 →
66.3, FID: 69.7→ 54.0 with BN, and mIoU: 63.1→ 66.9,
FID: 60.9→ 49.5 with SCN). It manifests the effectiveness
of SCC. Exploiting spatially variant features (V) by the pro-
posed dynamic operators is more beneficial to yielded re-
sults than by static ones in this task, with a slimmer capacity

(66.2M vs. 67.3M (Conv+BN)).

SCN vs. BN vs. SPADE The design of SCN is also val-
idated in Table 3. SCN improves synthesis more on the
generation quality (FID: 69.7 → 60.9 with Conv, and FID:
54.0→ 49.5 with SCC). Its influence on the semantic align-
ment (mIoU) is relatively small. Also, Conv+SCN gives
better mIoU and FID compared SPADE (Table 1), further
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Figure 8. Multi-modal predictions (top row) and interpolation
(bottom row) of our method on CelebAMask-HQ.

Figure 9. Unpaired image-to-image translation results from our
model on summer→winter. The source images, their reference
ones (target images), and their corresponding translated results are
marked by blue, purple, and black rectangles, respectively.

Table 4. Impact of semantic vector generation loss Ls in Eq. (10)
about the generative performance on Cityscapes.

w/o Ls w/ Ls (`1) w/ Ls (`2) w/ Ls (vgg)
mIoU↑ 60.3 66.9 63.4 64.2
FID↓ 82.5 49.5 53.3 51.8

Table 5. Generative performance on Cityscapes regarding the num-
ber of the shared weight candidates in SCC.

n = 8 n = 4 n = 2 n = 1
mIoU↑ 67.9 67.3 64.8 61.2

validating the importance of SCN.

Semantic Vector Generation Loss As mentioned in Sec-
tion 3.1, semantic vector generation loss is to improve the
relationship between different semantics according to their
appearance. As shown in Table 4, without it in Eq. (10),
the corresponding quantitative performance degrades no-
tably both on object alignment (mIoU: 66.9 → 60.3) and
generation (FID: 49.5→ 82.5). Also, using `1 norm in Eq.
(10) is better than using `2 norm or perceptual loss consid-
ering both alignment and generation.

Number of Shared Weight Candidates in SRG We re-
duce the number of conv weight candidates in SRG while
preserving that of norm candidates (fixed to 4). The corre-
sponding segmentation results are shown in Table 5. With
the increase of n, the semantic alignment becomes better.

Transformation of Semantic Vector Computation We
evaluate different nonlinear functions for semantic vector

Table 6. Different nonlinear functions affect the generative perfor-
mance on Cityscapes.

Nonlinear Sigmoid Tanh ReLU None Softmax
mIoU↑ 62.6 63.1 61.7 60.2 66.9
FID↓ 57.6 56.8 66.5 73.9 49.5

Table 7. Unpaired image-to-image translation evaluation on
summer-to-winter dataset.

Methods MUNIT [13] DMIT [42] Ours
FID↓ 118.225 87.969 82.882
IS↑ 2.537 2.884 3.183

computation, as given in Table 6. Note incorporating func-
tions on V is vital as mIoU and FID scores become worse
without it (mIoU: 60.2, FID: 73.9), and using softmax
yields the best quantitative generation performance. In our
model, bounded activation functions work better than un-
bounded (sigmoid, tanh, softmax vs. ReLU) ones, and the
normalized one performs better than the unnormalized set-
ting (softmax vs. sigmoid and tanh).

With A New Discriminator and Training Tricks We
note new efforts [28] were made to enhance synthesis re-
sults by using a more effective discriminator and training
approaches. Incorporating these techniques into our method
could further boost our generation performance, e.g., mIoU:
69.9, FID: 47.2 on Cityscapes, and mIoU: 49.1, FID: 27.6
on ADE20K, as given in Section 2.1 of the supp. material.

4.4. Unpaired Image-to-Image Translation

Due to our semantic encoding and stylization design, our
model can also be applied to unpaired image-to-image (i2i)
translation with minor modification. This modified frame-
work is given in the supp. material. Table 7 shows the
quantitative evaluation about our model along with unpaired
i2i baselines MUNIT [13] and DMIT [42] on Yosemite
summer-to-winter dataset. The superiority of FID and IS
from our model demonstrates its generality. Visual results
are given in Figure 9.

5. Concluding Remarks

In this paper, we have presented a new method to rep-
resent visual content in a semantic encoding and styliza-
tion manner for generative image synthesis. Our method
introduces appearance similarity to semantic-aware oper-
ations, proposing a novel spatially conditional processing
for both convolution and normalization. It outperforms the
compared popular synthesis baselines on several benchmark
datasets both qualitatively and quantitatively.

This new representation is also beneficial to unpaired
image-to-image translation. We will study its applicability
to other generation tasks in the future.
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