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Abstract

Domain generalization (DG) aims to generalize a model
trained on multiple source (i.e., training) domains to a dis-
tributionally different target (i.e., test) domain. In con-
trast to the conventional DG that strictly requires the avail-
ability of multiple source domains, this paper considers
a more realistic yet challenging scenario, namely Sin-
gle Domain Generalization (Single-DG), where only one
source domain is available for training. In this scenario,
the limited diversity may jeopardize the model general-
ization on unseen target domains. To tackle this prob-
lem, we propose a style-complement module to enhance
the generalization power of the model by synthesizing im-
ages from diverse distributions that are complementary to
the source ones. More specifically, we adopt a tractable
upper bound of mutual information (MI) between the gen-
erated and source samples and perform a two-step op-
timization iteratively: (1) by minimizing the MI upper
bound approximation for each sample pair, the generated
images are forced to be diversified from the source sam-
ples; (2) subsequently, we maximize the MI between the
samples from the same semantic category, which assists
the network to learn discriminative features from diverse-
styled images. Extensive experiments on three bench-
mark datasets demonstrate the superiority of our approach,
which surpasses the state-of-the-art single-DG methods by
up to 25.14%. The code will be publicly available at
https://github.com/BUserName/Learning _to_diversify

1. Introduction

The remarkable success of modern machine learning al-
gorithms is built on the assumption that the source (i.e.,
training) and target (i.e., test) samples are drawn from sim-
ilar distributions. In practice, this assumption is commonly
violated by various factors, such as the changes of illumina-
tions, object appearance, or background, which are known
as the domain shift problem [36, 3]. Due to the discrepancy
across domains, the performance of a model trained on the
source domain can be significantly degraded when applied

to the target domain.

To tackle this problem, extensive research has been car-
ried out mainly on domain adaptation and domain gener-
alization. Domain adaptation aims to transfer the knowl-
edge from the labeled source domain(s) to an unlabeled tar-
get domain [45, 1, 26, 13], while domain generalization at-
tempts to generalize a model to an unseen target domain
by learning from multiple source domains [34, 42, 10, 42].
Compared with domain adaptation, domain generalization
(DG) is considered as a more challenging task as the tar-
get samples are not exposed in the training phase. Re-
garding different strategies for transferring knowledge from
source domains to the unseen target domain, existing DG
techniques can be subsumed under two broad categories,
i.e., alignment-based [2, 11, 33] and augmentation-based
[5, 17, 44, 50, 47]. Technically, alignment-based ap-
proaches aim to reach the consensus from multiple source
domains and learn domain-invariant latent representations
for the target domain. Augmentation-based approaches
learn to augment the source images with different trans-
formations or generate the pseudo-novel samples for each
source domain.

In general, the paradigm of DG relies on the availability
of multiple source domains. However, it is more plausible
to consider a more realistic scenario namely single domain
generalization (Single-DG), where only one source domain
is at hand during training. Despite DG has been extensively
studied, single-DG remains under-explored. It is nontrivial
for prior DG methods to handle this new setting, as the sam-
ples gathered from multiple sources and the domain identi-
fiers are no longer accessible. Without the domain informa-
tion to rely on, neither alignment-based nor augmentation-
based models could well identify the domain-invariant fea-
tures or transformations that are robust to unseen target do-
main shifts. Very recently, a few works [37, 49] are pro-
posed that learn to add adversarial noises on the source im-
ages in order to train robust classifiers against unforeseen
data shifts. While contributing positively to address the
model vulnerability, the manipulated images are indistin-
guishable from the original source images, which are not
sufficiently diverse to cover the real target distributions.
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To address the issue of insufficient diversity, in this pa-
per, we propose a novel approach of Learning-to-diversify
(L2D), which aims to improve the model generalization ca-
pacity by alternating diverse sample generation and dis-
criminative style-invariant representation learning as il-
lustrated in Figure 1. Specifically, we design a style-
complement module, which learns to synthesize samples
with unseen styles, which are out of original distribu-
tions. Different from previous augmentation approaches
that quantify diversity with the Euclidean distance in the im-
age space, we diversify the generated samples in the latent
feature space. By explicitly posing a greater challenge on
the trained classifier, the model resilience against the target
shift is enhanced. We gradually enlarge the shift between
the distributions of the generated samples and the source
samples at the training time and perform the two-step op-
timization iteratively. By minimizing the tractable upper
bound of mutual information for each sample pair, the gen-
erated images are forced to diversify from the source sam-
ples in subspace. Furthermore, to obtain the style-invariant
features, we maximize the mutual information between the
images belonging to the same semantic category. Conse-
quently, the style-complement module and the task model
compete in a min-max game, which improves the general-
ization ability of the task model by iteratively generating
out-of-domain images and optimizing the style-invariant la-
tent space. Note that, under this objective, the images gen-
erated by the proposed style-complement module will not
only being diversified from the source ones, but also can be
considered as challenging samples to the task model.

The main contributions of our work are summarized as
follows.

* We propose a style-complement module that addresses
the single domain generalization by learning to gener-
ate diverse images.

* A min-max mutual information optimization strategy
is designed to gradually enlarge the distribution shift
between the generated and the source images, while
simultaneously bringing the samples from the same se-
mantic category close in the latent space.

» To validate the effectiveness of the proposed method,
extensive experiments are conducted on three bench-
mark datasets, including digits recognition, corrupted
CIFAR-10, and PACS. We further show the effective-
ness of our approach in the standard DG setting under
the leave-one-domain-out protocol. The results clearly
demonstrate that our method surpasses the state-of-
the-art DG and Single-DG methods on all datasets.

2. Related Work

Domain Shift. Most of the existing machine learning meth-
ods suffer from performance degradation when the source
(i.e. training) domain and the target (i.e. test) domain fol-
low different distributions. The difference between the dis-
tributions is termed as the domain shift [36, 8]. In computer
vision applications, such a shift may be brought by but not
limited to environment and style changes. To this prob-
lem, domain adaptation (DA) approaches have been pro-
posed to minimize the domain shift across the domains by
matching the marginal [26, 13, 1] or conditional distribu-
tions [27, 29] of the source and target domains. Domain
adaptation has been widely studied in various settings, such
as semi-supervised [18, 38, 46] and unsupervised scenarios
[26, 28], which leverage the partially labelled or unlabelled
target domain in the training process. More recently, few-
shot DA [32] is proposed, where only a few labelled target
samples together with source samples are available in the
training phase.

Domain Generalization. The most significant difference
between domain adaptation (DA) and domain generaliza-
tion (DG) is that DG does not require access to the target
domain in the training phase. Existing DG methods can be
rough classified into two categories of learning the domain
invariant representation and data augmentation. The key
idea behind the former category is to reduce the discrepancy
between representations of multiple source domains. Muan-
det et al. [34] first proposed a kernel-based method to ob-
tain domain invariant features. [14] learns the latent invari-
ant representation by jointly considering the domain recon-
struction task. [33] further introduces a contrastive seman-
tic alignment loss, which encourages the intra-class similar-
ity and inter-class difference. Li ef al. proposed to reduce
the gap across the domains by minimizing Maximum Mean
Discrepancy (MMD) under adversarial autoencoder frame-
work. [44] aims to learn a domain agnostic representation
by enforcing an orthogonal constrain on textural informa-
tion of images and the corresponding latent representations.
Recently, meta-learning procedure has been studied to solve
DG problem [10, 24, 11]. Li et al. put forward a gradient-
based model agnostic meta-learning algorithm for DG. Dou
et al. [10] exploits the episodic training scheme to enforce
the global and local alignment. [11] incorporates variational
information bottleneck with meta-learning to narrow the do-
main gap between the source domains.

The other category is related to data augmentation. This
line of work generally aims to generate out-of-domain sam-
ples, which are then used to train the network along with the
source samples to improve the generalization ability. For in-
stance, [42] exploits the adversarial training scheme to gen-
erate ‘hard’ samples for the classifier. Shankar ef al. [39]
proposed to augment the source samples along the direction
of the domain change. [50] exploits a conditional gener-
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Figure 1: The overall framework of the proposed Learning-to-diversify (L2D). L2D alternatively trains the style-complement
module G(+; 6¢) and the task model F'(-;8r), ¢(+;6,), and H(-; 0 ). Specifically, (1) the upper bound of mutual information
(MI) is minimized between the source and generated images, and (2)MI among samples belonging to the same category is
maximized. It enhances the generalization power of the task model in an adversarial min-max manner.

ative adversarial network (GAN) to synthesize data from
pseudo-novel domain. [5] is considered as another type of
augmentation, which exploits an auxiliary self-supervision
training signal from solving a jigsaw puzzle to improve the
generalization ability of the classifier.

This paper focuses on a more challenging yet realistic
setting, namely single domain generalization [37, 49]. In
Single-DG, the network is trained on a single source do-
main, while it is evaluated on multiple unseen domains.
Gradient-based image augmentation is an effective strategy
for Single-DG. [37] improves the ADA by encouraging se-
mantic consistency between the augmented and source im-
ages in the latent space via an auxiliary Wasserstein autoen-
coder. [49] considers entropy maximization in the adversar-
ial training framework to generate challenging perturbations
of the source samples. In all the aforementioned approaches
for Single-DG, the visual differences between the source
and generated images are mostly depicted in the color and
texture of the augmented samples. Different from existing
Single-DG methods, our method aims to generate diverse
samples with novel style/texture/appearance having a larger
shift from the source distribution, and thus can be consid-
ered as complementary to the source data distribution.

3. Methodology

Given a source domain S = {x;,y;}, of N samples,
the goal of single domain generalization is to learn a model
that can generalize to many unseen target domains 7. With
no prior knowledge on the target domain, we propose a

style-complement module G(+;0¢) : * — x™T to augment
the source domain by synthesizing the z™ that shares the
same semantic information with the source image x, albeit
with different styles. As shown in Figure 1, we firstly apply
the feature extractor F'(+; 07 ) to transform images x and o™
to latent vectors z and z*. To diversify the generated fea-
tures from the source samples, the MI upper bound approx-
imation for each pair z and z* is minimized to learn G;
subsequently, we freeze G and maximize MI between the
z and z+ from the same semantic category, which assists
the task network F' and classifier H(-; 0y ) parameterized
by 0y to learn discriminative features from diverse-styled
images.

Style-Complement Module. The style-complement mod-
ule G(+;0¢) consists of K transformations, each of which
is comprised of a convolutional layer, a style learning layer,
and a transposed convolutional layer. By applying the con-
volution operations, the source images are projected from
the original distribution to a novel distribution with arbitrary
style shift. We further enhance the diversity of the generated
samples by creating the style shift at the pixel level. Specif-
ically, we add learnable parameters Og , = {{,0x} for
each of the k transformations, where the learnable parame-
ters pg, or € R"*w*¢ are the mean shift and variance shift.
More concretely, we have:

T(fir;Oa,r) = 0% *

M-ﬁ-uk, (1)
o

where f; ; € R?*%*¢ s the output of the convolutional op-
eration applied on x; in the k-th transformation, with h, w
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and c representing the height, width, and channel, respec-
tively. p and o correspond to the mean and covariance of the
fi.k- The transformed feature map f’ v = T (fik:0c.) are
then applied with the transposed convolutional operation to
reconstruct to the original image dimension of z. The final
outcome ;" of the style-complement module is the linear
combination of the augmented images x;rk obtained from
k-th transformation: 7

1 K
rf = wro(zh)),
7 Zi{:l(’lﬂk) ;( ka( 1,k>) (2)
wg ~ Normal(0,1)

where wy, is a scalar sampled from a normal distribution and
weights the contribution of augmented image z; ;. from the
transformation k to the output augmented image :c;" We
apply the activation function o(+), e.g. tanh, to scale xj
Synthesizing Novel Styles. The objective of the style-
complement module is to generalize from the source do-
main distribution to the out-of-domain distribution. To in-
crease the diversity of the created styles, the correlation be-
tween the generated images and the source images should
be minimized. Mutual information (MI) I(z; 2T) serves as
a measure of quantifying the correlation of z and 2, which
is defined as:

p(z*]2)

p(zT) )

I(z;2%) = Ep(s, .+ [ log (3)

We minimize the mutual information (MI) between the
source and generated images in the latent feature space Z,
achieved by passing images through F'(-;0r). The upper

bound of MI defined in [7] is:

I(Z7 Z+) < Ep(z,z*) [10gp(2+

“)
where 2 and 21 are the respective latent vectors of the
source image x and the generated image z .

Since the conditional distribution p(z7|z) is intractable,
the upper bound of I(z; 2™) cannot be directly minimized.
Therefore, we adopt a variational distribution g(27|z), that
employs a neural network parameterized by ¢, to approxi-

mate the upper bound I(z; zt) of mutual information:

Flz) —leogqa Flzi)]

o)
By minimizing Eq. (5), the learnable mean/variance shift
parameters in our model are trained to complement the style
of the source domain. Although / (2;27) is no longer an
upper bound for MI as the conditional distribution p(z™|z)
is substituted with a variational approximation gg(z7|z),
I (2; 21) can be a reliable upper bound estimator if the dif-
ference between the two distributions is small. Specifically,

N

. 1
I(z;27) = N Z[log q0(z
i=1

|Z)]7]Ep(z)p(z+) [logp(ZJr |Z)]7

we estimate the the difference A between I (z;271) and the
upper bound of I(z; zT) by using the Kullback—Leibler di-
vergence (KLD):

A=KLD(p(z",2) | qo(zT,2))
= Ep(z,.+)[log(p(27]2)p(2)) — log(ge(27|2)p(2))]

= Ep(z,z*) [10gp(Z+ |Z)] - IE:p(z,z+) [log qe(ZJr |Z)]
(6)

The above equation shows that the difference A is affected
by two terms. Since the first term of Eq. 6 is not related to
64, we minimize the negative log-likelihod between z; and
z;L instead of directly minimizing A:

Z log ga (2 |21). @)

Liikel; =

Semantic Consistency. While the style-complement mod-
ule can generate images with diverse styles, it may intro-
duce noise or generate images with distorted semantic in-
formation from original source images (e.g., when the vari-
ance shift oy, equals to O, the generated images will become
meaningless). Therefore, it is important to limit the condi-
tional distribution shift from the source distribution to the
out-of-domain distribution, thereby avoiding generating se-
mantically unrelated images. To achieve this, we minimize
the class-conditional maximum mean discrepancy (MMD)
in the latent space as follows,

1 & o 1oL
(,Orlét - E Z ||7 ZQS - nm Z¢(Z;n+)||2)
m=1 s o1 =1
®)
where 2™ and 2" are the i-th latent vector of the source
and augmented sample of the class m, respectively. n}* and
ny" are the total number of original and augmented sample
of class m. ¢(-) represents the kernel function. Conditional
MMD mitigates the potential semantic information distor-
tion by constraining the distribution shift of samples that
belong to the same class.
MI Maximization. We aim to obtain a generalizable and
robust model by playing a min-max game between the style-
complement module G(; f¢) and the task model F(-; ).
While the style-complement module aims to generate di-
verse images that have minimum information on the source
images, the task model can cluster images with same se-
mantic label in the embedding space. The lower bound on
MI between two varaibles proposed in [40] is:

I(z; Zlog

where f(-,

oFz2t)
N f(zz Z+) ] (9)

-) is a critic function.
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However, directly maximizing the lower bound MI of the
generated and source images without leveraging the seman-
tic label may falsely reduce the shared information of same
class samples. To alleviate this problem, we employ the
supervised contrastive loss [19] to increase the mutual in-
formation among samples from the same class, defined as:

supcon = Z | Z log Z

N oért acAl

P(i) ={p € A() : yp = ¥},

zl 2p/T)

)e(Zi-Za/T)

(10)

where A(i) is the set of the source and generated latent rep-
resentations z, 2T of the same class. T is the temperature
coefficient.

To further enhance the semantic consistency, we mini-
mize the cross-entropy loss on both the source images X
and the generated images X

N N

1
Liask = 2NZyzlog gi) + >y log(g)], (A1)
7=0

where { and §j* are the prediction of the source and gener-
ated images, respectively.

Objective Function. We adopt a two-step training, in
which we optimize the style-complement module G(-; 6s)
and a task model, including F'(-;0F), q(-;0,) and H(-;05)
in an iterative manner. Specifically, we train the task mod-
ule F' with both the source images X and the generated im-
ages X T with the weighted combination of Eq. (5), (7), and
(11) as follows:

min L= Ltask + alLsupcon + a2lekl7, (12)
0r,0q,0
Notably, ov; and iy are the hyper-parameters for balancing
the losses. To optimize G, we consider solving Eq. (5) and
(8) jointly:

IginL - I(Z z ) + ﬂLconsta (13)

with 3 being the balancing weight between the mutual in-
formation upper bound estimation I (2;27) and semantic
consistent 10sS Leopst-
Implementation Notes: To capture multi-scale informa-
tion from images, we apply different transformations (i.e.,
kernel sizes) in the convolution and transposed convolu-
tion layers. Moreover, to avoid potential distortion of
the semantic information, we fix the number of output
channels to the number of input color channels (i.e., 3
output channels for RGB images). We re-initialize the
weights of the convolutional layer and transposed convo-
lutional layer by sampling from uniform distribution of
(— ) in each iteration.

\/szze(kernel) \/szze(kernel)

Table 1: Single domain generalization accuracy (%) com-
parison on digits dataset. Models are trained on MNIST
and evaluated on the rest of the digits datasets. Best perfor-
mances are highlighted in bold.

SVHN MNIST-M SYN USPS | Avg.
ERM 27.83 52.72 39.65 76.94 | 49.29
CCSA 25.89 49.29 37.31 83.72 | 49.05
d-SNE 26.22 50.98 37.83 93.16 | 52.05
JiGen 33.80 57.80 43779 77.15 | 53.14
ADA 35.51 60.41 4532  77.26 | 54.62
M-ADA 42.55 67.94 48.95 78.53 | 59.49
ME-ADA | 42.56 63.27 50.39 81.04 | 59.32
Ours 62.86 87.30 63.72 83.97 | 74.46

4. Experiments

Datasets. To evaluate the effectiveness of the pro-
posed method, we conduct experiments over three single-
dg benchmark datasets. Digits consists of 5 differ-
ent datasets, which are MNIST[22], SVHN[35], MNIST-
M[12], SYNJ[12] and USPS[9]. Each dataset is considered
as a unique domain which may be different from the rest
of the domains in font style, background, and stroke color.
PACS [23] is a recent proposed DG benchmark dataset that
has four domains, including photo, art painting, cartoon,
and sketch. Each domain contains 224 x 224 images be-
longing to seven categories, and there are 9,991 images in
total. Compared with the digits dataset, PACS is considered
as a more challenging dataset due to the large style shift
among domains. For fair comparison, we follow the official
split of the train, validation, and test. Corrupted CIFAR-
10 [16, 20] contains 32 x 32 tiny RGB images from CIFAR-
10 that are corrupted by different types of noises. There are
15 corruptions from 4 main categories, including weather,
blur, noise, and digital. Each of the corruptions has 5 levels
serverities and ‘5’ indicates the severest corruption.

4.1. Comparisons on Digits

Experiment Setup. Following [42, 37, 49], we select
10,000 images from MNIST as the source domain and test
the generalization performance of models on the other four
digits datasets. We resize all the images to 32 x 32 and
duplicate their channels to convert all the grayscale images
to RGB. We employ the LeNet [22] as the backbone and
set the batch size as 32. We use SGD to optimize both the
style-complement module and the task model.

Results. Table 1 shows that our model achieves the highest
average accuracy compared to the other baselines. Specif-
ically, we observe clear improvements of 20.3%, 29.36%,
13.33% and 14.9% on SVHN, MNIST-M, SYN, and over-
all accuracy, respectively. Previous Single-DG methods di-
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Table 2: Single domain generalization accuracy (%). Mod-
els are trained on CIFAR-10 dataset and evaluated on
CIFAR-10-C dataset with corruption severity level 5. We
report the average accuracy over 4 main categories of cor-
ruption: Weather, Blur, Noise, and Digital. Best perfor-
mances are highlighted in bold. * indicates our implemen-
tation.

Weather Blur Noise Digits | Avg.
ERM 67.28  56.73 30.02 62.30 | 54.08
CCSA 67.66  57.81 28.73 61.96 | 54.04
d-SNE 67.90  56.59 3397 61.83 | 55.07
ADA* 72.67  67.04 3997 66.62 | 61.58
M-ADA 75.54  63.76 5421 65.10 | 64.65
ME-ADA* 7444  71.37 6647 70.83 | 70.77
Ours 7598  69.16 73.29 72.02 | 72.61

rectly generate the auxiliary training samples by applying
the adversarial perturbation. Compared to the adversarial
gradient-based methods, L2D creates larger domain shifts
between the generated images and the source images by in-
corporating the style-complement module. The substantial
increase of the accuracy over the baselines demonstrates the
importance of generating diverse-styled images on improv-
ing the generalization power of a model. Moreover, we ob-
serve that single-DG methods generally achieve better per-
formance in this task, reflecting the dependency of previous
DG methods on multiple source domains to learn a general-
izable model. Our method achieves the second best perfor-
mance on USPS. We infer this might be related to the fact
the USPS and the source domain MNIST share very simi-
lar stroke styles. In such case, the diverse generated images
might not benefit the generalizibility of the model as much
as the task with a larger domain shift.

4.2. Comparisons on Corrupted CIFAR-10

Experiment Setup. We train all models on the training split
of CIFAR-10 dataset (50,000 images) and evaluate them on
the corrupted test split of CIFAR-10 (10,000 images). Fol-
lowing [37], we select WideResNet (16-4) [48] as the back-
bone network with a batch size of 256. We optimize the
model by using SGD with Nesterov momentum and weight
decay rate of 0.0005. The learning rate is initialized to 0.2
which is gradually decreased by using the cosine annealing
scheduler.

Results. We report the average accuracy of four categories
under level-5 severity corruption in Table 2. Our method
achieves the highest average performance, surpassing the
best baseline by approximately 2.6%. Notably, for noise
corruptions, accuracy is significantly improved by approxi-
mately 13.2%. We also report the performance of methods
against all five levels of Noise corruption and Digits corrup-
tion in Figure 3. From the figure, we can see that the perfor-

Table 3: Single domain generalization accuracy (%) on
PACS. Models are trained on photo and evaluated on the
rest of the target domains (i.e., art painting, cartoon, and
sketch). The comparison is based on our implementation.
Best performances are highlighted in bold.

A C S Avg.
ERM 5443 4274 42.02 | 46.39
JiGen 5498 42.62 40.62 | 46.07
RSC 56.26 39.59 47.13 | 47.66
ADA 58.72 4558 48.26 | 50.85
ME-ADA 58.96 44.09 49.96 | 51.00
Ours w/o Style-comp. | 53.27 41.00 41.92 | 45.39
Ours w/o Mod. 58.48 4896 53.20 | 53.54
Ours w/o Min. MI 56.49 48.08 56.32 | 53.63
Ours w/o Max. MI 56.64 47.08 49.68 | 51.13
Ours (Full Model) 56.26 51.04 58.42 | 55.24

mance margin between our method and others are relatively
small under severity level one, and it is gradually enlarged
while the severity level goes up. This further validates that
our model not only can achieve the highest average perfor-
mance, but also is resilient towards the severe corruptions.

4.3. Comparisons on PACS

Experiment Setup. For the single domain generalization
task, we consider a practical case, where we utilize a set
of easy-to-collect realistic images (i.e., photo) as the source
domain, and evaluate models on the rest of diverse-styled
domains (i.e., art painting, cartoon, and sketch). AlexNet
[21] is employed as the backbone which is pretrained on Im-
agenet and finetuned on the source domain. We also eval-
uate the effectiveness of our approach on PACS under the
standard leave-one-domain-out protocol, where one domain
is selected as the test domain and the rest are treated as the
source domain. We employ pretrained Alexnet and ResNet-
18 [15] as the backbone networks for the leave-one-domain-
out setting. Please refer to the supplementary material for
more implementation details.
Results. From Table 3, we can see that our method can
achieve the best average classification accuracy compared
to the baselines. Importantly, our method can achieve a
relatively large performance margin over other methods on
the sketch domain, which has the largest domain shift from
photo due to its highly abstracted shapes. This result ver-
ifies that our method takes the advantage of diverse style
images that are generated by the style-complement module.
To further validate the performance of our method, we
conduct the leave-one-domain-out domain generalization
task on PACS. We compare our approach with the two cat-
egories of recent state-of-the-art DG methods. The first cat-
egory,including DSN [4], Fusion [30], MetaReg [2], Epi-
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FCR [25], MASF [10] and DMG [6], requires domain iden-
tifications in the training phase. Methods in the second cat-
egory are inline with a more realistic mixed latent domain
setting [31], where domain identifiers are unavailable in the
training phase. AGG [25], HEX [44], PAR [43], JiGen [5],
ADA [42], MEADA [49], MMLD [31] and our method be-
long to the latter category. We report the results with differ-
ent backbone networks in Table 4. Without leveraging the
domain identifier, our method can still achieve the state-of-
the-art performance on the leave-one-domain-out general-
ization task on PACS. In the training stage, the image aug-
mentation module gradually enlarges the domain shift be-
tween the generated images and the source images.

4.4. Empirical Analysis

Ablation Study. We conduct the ablation study on PACS
dataset to verify the effectiveness of each component in
our framework. Table 3 reports the classification results
of the 4 variants of our original framework. We report the
baseline result without incorporating the style-complement
module as w/o Style-comp.. Without the generated images,
the model is degraded to the backbone model with a vari-
ational approximation of z in the embedding space. The
large performance margin between w/o Style-comp. and

Table 4: Leave-one-domain-out classification accuracy(%)
on PACS. Best performances are highlighted in bold.

|DID | P A C S | Avg.
AlexNet
DSN v 83.30 61.10 66.50 58.60 | 67.40
Fusion v 19020 6410 66.80 60.10 | 70.30
MetaReg | v | 87.40 63.50 69.50 59.10 | 69.90
Epi-FCR | v | 86.10 64.70 7230 65.00 | 72.00
MASF v 90.68 7035 7246 67.33 | 75.21
DMG v 87.31 64.65 69.88 7142 | 73.32
HEX X 87.90 66.80 69.70 56.20 | 70.20
PAR X | 89.60 66.30 66.30 64.10 | 72.08
JiGen X |89.00 67.63 7171 65.18 | 73.38
ADA X | 8510 6430 69.80 60.40 | 69.90
MEADA X 88.60 67.10 69.90 63.00 | 72.20
MMLD X 88.98 69.27 7283 6644 | 74.38
Ours X 19096 71.19 72.18 67.68 | 75.50
ResNet-18
Epi-FCR | v | 9390 8210 77.00 73.00 | 81.50
MASF v 19499 8029 77.17 71.68 | 81.03
DMG v 19355 7690 80.38 75.21 | 81.46
Jigen X 19603 7942 7525 7135 | 80.51
ADA X | 9561 7832 77.65 7421 | 81.44
MEADA X 95.57 78.61 78.65 75.59 | 82.10
MMLD X 96.09 81.28 77.16 72.29 | 81.83
Ours X 19551 8144 79.56 80.58 | 84.27

our full model demonstrates the importance of the style-
complement module on improving the generalization ability
of the model. w/o Mod. shows the result after removing the
style modification from the full model. The removal of the
style modification triggers 1.35% absolute performance de-
cline. We infer this relates to the limited style diversity of
the generated images.

To provide an understanding of how mutual information
affects the learning framework, in w/o Min. MI and w/o

840



(a) ERM (b) ADA

(c) ME-ADA

(d) OURS

Figure 4: The t-SNE visualizations of extracted unseen target feature distribution for different methods on digits Single-DG
task. Features with the same semantic label are plotted in the same color.

Max. MI, we remove the mutual information minimization
and maximization process, respectively. We observe the ac-
curacy of w/o Min. MI is 1.26% lower than the full model
which is similar to the results of w/o Mod.. That means,
without the mutual information constraint term, the style-
complement module tends to generate images by following
the source distribution, which limits their diversity. Mean-
while, without the mutual information maximization pro-
cess, w/o Max. MI a clear performance margin of 3.76%
is shown compared to the full model. This indicates that
mapping diverse styled images from the same class closer
in the embedding space is helpful for improving the gener-
alization power of the model.

Parameter Sensitivity. To validate the significance of the
total number of transformations k, and weighting parame-
ters a1, and ay in the loss, we conduct sensitivity analy-
sis on PACS dataset. In the experiments, we initially set
k =6, a; =1, and ap = 1. When we analyze the sensi-
tivity to a specific parameter, we fix the values of the other
two parameters. Figure 2 shows the results of sensitivity
analysis under the Single-DG setting. From Figure 2(a), we
can see that the performance is gradually increasing as the
style-complement module combines more transformations.
Also, the average performance become relatively stable af-
ter kK = 5. The results also indicates that jointly consider-
ing multiple transformations increases the diversity of the
generated images. Meanwhile, excessive transformations
might produce extra noise, which hinders the further per-
formance gain. As can be seen from Figure 2 (b) and (c),
our method surpasses the state-of-the-art performance in a
wide range of « settings, and achieves the best classification
accuracy with a; = ao = 1.

t-SNE Visualizations. To further demonstrate the effective-
ness of the proposed method, we use t-SNE [41] to visual-
ize the distribution of the unseen target features in the digits
dataset (i.e., SVHN, SYN, USPS and MNIST-M). Specif-
ically, we train different models on MNIST and randomly

select 1000 samples from each unseen target domains to vi-
sualize. As shown in Fig. 4, our method clearly achieve
better class-wise separation than the baselines. Moreover,
from the distribution of features extracted by ERM, ADA
and ME-ADA, we observe that the features within the same
class can have multiple sub-clusters. This indicates that it
is hard for the methods to learn domain invariant represen-
tations and the large intra-class variations may hinder them
obtaining a clear decision boundary on the targets. In con-
trast, it is clearly seen that our approach creates tighter clus-
ters with a good class-wise mix compared to the baselines.
This strongly supports the idea of diverse image genera-
tion and the maximization of mutual information among the
samples from the same class.

5. Conclusion

This paper presented Learning-to-Diversify (L2D), a
novel approach to address single domain generalization.
Unlike previous domain generalization methods which ex-
ploit multiple source domains to learn domain invariant
representations, the proposed approach designs a style-
complement module to generate diverse out-of-domain im-
ages from single source domain. An iterative min-max mu-
tual information (MI) optimization strategy is used to boost
the generalization power of the model. The tractable MI
upper bound is minimized to further enhance the diversity
of the generated image, while MI among same category
samples is maximized to obtain the style-invariant repre-
sentations in the maximization step. Extensive experiments
on three benchmark datasets demonstrate that the proposed
method outperforms the state-of-the-art methods on both
single domain generalization and the standard leave-one-
domain-out domain generalization.
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