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Abstract

This paper focuses on the problem of low-rank tensor
completion, the goal of which is to recover an underlying
low-rank tensor from incomplete observations. Our method
is motivated by the recently proposed t-product [8] based
on any invertible linear transforms. First, we define the new
tensor average rank under the invertible real linear trans-
forms. We then propose a tensor completion model using
a nonconvex surrogate to approximate the tensor average
rank. This surrogate overcomes the discontinuity of the ten-
sor average rank and alleviates the bias problem caused by
the convex relaxation. Further, we develop an efficient algo-
rithm to solve the proposed model and establish its conver-
gence. Finally, experimental results on both synthetic and
real data demonstrate the superiority of our method.

1. Introduction

Tensors are multi-dimensional arrays, which are the gen-
eralization of vectors and matrices to higher dimensions
[12]. Due to their high-dimensionality, tensors are used to
represent the multi-way data in science and engineering ap-
plications. With the advances in data collection and storage
capabilities, tensors have received increased attention. They
have many applications in computer vision [24], signal pro-
cessing [22], collaborative filtering [6] and so on.

This paper studies the low-rank tensor completion prob-
lem, one of the most concerned problems in tensor applica-
tions, aiming to recover a low-rank tensor from incomplete
observations. That is because that the elements of tensor
data are usually highly correlated in real applications, which
indicates that the tensor data are approximately low-rank
[12]. Meanwhile, real-world data are often incomplete due
to various unavoidable reasons. Low-rank tensor comple-
tion is greatly important and has already found many appli-
cations in various fields, such as image and video inpainting
[15, 31], multitask learning [21], audio classification [19]
and many more.

*Junyu Dong is the corresponding author.

Low-rank matrix completion can be considered as a spe-
cial case of tensor completion. It aims to estimate the miss-
ing elements of a partially observed matrix [3]. Mathemat-
ically, it can be formulated as

min
X

rank(X), s.t. PΩ(X) = PΩ(M), (1)

where M denotes the observed matrix and PΩ denotes the
projection on the observed set Ω. The operation rank(·) is
the rank function of matrix. Due to the discontinuity of the
matrix rank function, the matrix rank minimization prob-
lem (1) is generally NP-hard and very difficult to solve di-
rectly [3]. A commonly used approach is to approximate the
matrix rank function by the matrix nuclear norm, which is
the tightest convex lower bound of the matrix rank function
[20]. Many effective algorithms for solving the obtained
convex model are proposed [3, 2, 20]. Matrix completion
has been well studied in the recent decade.

It seems natural to extend the existing matrix completion
algorithms to the tensor case. Nevertheless, the structure of
tensors is more complex than matrices, and the tensor rank
cannot be uniformly defined like the matrix case. There are
different definitions of tensor rank related to particular ten-
sor decompositions. Based on the CP decomposition, the
CP rank is defined as the smallest number of rank-one ten-
sors [9]. However, this tensor rank is in general NP-hard
to calculate [4]. Hence, it is very challenging to develop
efficient CP rank based tensor completion methods. The
traditional approach is to decompose the tensors into ma-
trices and then apply the matrix completion models. Thus
the Tucker rank [23], defined on the unfolded matrices, has
been studied more widely. A number of tensor completion
models based on the Tucker rank are proposed and success-
fully applied in image processing [15, 27, 7, 28]. How-
ever, directly unfolding the high-order tensors into matrices
will inevitably destroy the internal structure of tensor data,
resulting in information loss and performance degradation
[11, 17, 32].

Based on the tensor-tensor product (t-product) and ten-
sor singular value decomposition (t-SVD) [11], the tensor
tubal rank has been used to map the intrinsic structure of
the tensor data [10, 31, 32, 13]. The tensor nuclear norm
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(TNN) is developed and has shown excellent performance
in tensor applications [31, 16]. Recently, the authors give a
generalized definition of t-product based on any invertible
linear transforms [8]. Based on this general t-product, the
corresponding definitions of the tensor tubal rank and ten-
sor nuclear norm are proposed in [17]. It has been proved
that under suitable assumptions, a three-order tensor can be
reconstructed effectively by solving the TNN minimization
model [17]. While the TNN based models have achieved
great success, they cause a bias problem since the convex
relaxation over-penalizes larger singular values in the trans-
form domain [18]. On the other hand, since the tubal rank
uses the number of nonzero tubes in transform domain to
measure the complexity of tensor, it ignores the sparsity of
singular values in transform domain.

To overcome the above drawbacks, we introduce a new
tensor rank definition deduced by the invertible real linear
transforms, called the tensor average rank. It essentially
measures the sparsity of singular values in the transform do-
main. Due to the discontinuity of the tensor average rank,
we develop a new tensor completion model that uses a non-
convex surrogate to approximate the tensor average rank.
This surrogate can continuously approximate the tensor av-
erage rank while alleviating the bias problem caused by the
convex relaxation. A proximal block coordinate descent
algorithm is developed to solve our proposed model and
some convergence results are established. Experimental re-
sults about recovering synthetic data, images, and videos
demonstrate that our method is competitive with some ex-
isting low-rank tensor completion methods in recovery per-
formance and efficiency.

The rest of this article is organized as follows. Basic
notations and preliminaries are provided in Section 2. Sec-
tion 3 gives the proposed tensor completion model and algo-
rithm. Numerical experiments performed on synthetic data
and real-world datasets are shown in Section 4. The sum-
mary is drawn in Section 5.

2. Notations and Preliminaries
We introduce our notations and give some necessary pre-

liminary results in this section.

2.1. Notations

In this article, tensors and matrices are denoted by bold-
face calligraphic letters and boldface uppercase letters, e.g.
A and A, respectively. Vectors and scalars are denoted by
boldface lowercase letters and lowercase letters, e.g. a and
a.

For a three-order tensor A ∈ Rn1×n2×n3 , we use Aijk

to represent its (i, j, k)-th entry. The i-th frontal slice of
A is represented by A(i), which is a n1 × n2 matrix. The
(i, j)-th tube of A is represented by A(i, j, :), which is a
n3 sized vector. The inner product of A and B with same

size is defined as ⟨A,B⟩ =
∑

ijk AijkBijk. Similar to
matrix algebra, two commonly used norms of tensors can be
defined. We denote the Frobenius norm induced by above

tensor product by ∥A∥F =
√∑

ijk A
2
ijk, and the infinity

norm by ∥A∥∞ = maxijk |Aijk|. We transform a three-
order tensor to a block diagonal matrix by operator bdiag.
Let A ∈ Rn1×n2×n3 , then bdiag(A) is an n1n3 × n2n3

matrix defined as

bdiag(A) =


A(1)

A(2)

. . .
A(n3)

 .

2.2. Preliminary Results

Definition 2.1 (Mode-3 product) [14] The mode-3 (ma-
trix) product of A ∈ Rn1×n2×n3 and U ∈ Rn3×n3 is given
by

(A×3 U)ijk =

n3∑
s=1

AijsUks.

Definition 2.2 (Face-wise product) [8] The face-wise
product of A ∈ Rn1×l×n3 and B ∈ Rl×n2×n3 , denoted by
C = A⊙B, is given by

C(i) = A(i)B(i), i = 1, · · · , n3.

The work [8] introduces the definition of t-product based
on any invertible linear transform. In this work, we consider
the linear transform L : Rn1×n2×n3 → Rn1×n2×n3 , which
is defined as

Ā = L(A) = A×3 L, (2)

where L ∈ Rn3×n3 can be any invertible matrix. Clearly, L
is invertible with the inverse transform defined as

A = L−1(Ā) = Ā×3 L
−1.

We will denote by Ā the block diagonal matrix of Ā, i.e.,
Ā = bdiag(Ā). With the face-wise product and invertible
linear transform L, the definition of t-product can be given
as follows.

Definition 2.3 (T-product) [8, 17] Suppose L is an invert-
ible linear transform in (2), A ∈ Rn1×l×n3 and B ∈
Rl×n2×n3 . Then the t-product of A and B under L, denoted
by C = A∗LB, is defined such that L(C) = L(A)⊙L(B).

Because L(C) = L(A) ⊙ L(B), we can get that C̄ =
ĀB̄. The tensor-tensor product in tensor domain is essen-
tially a matrix-matrix product under linear transform. It can
be efficiently computed by Algorithm 1.

We need some further definitions, including tensor trans-
pose, identity tensor, orthogonal tensor, to define the t-SVD.
They are the high-order extensions of the definitions in ma-
trix theory.
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Algorithm 1 General T-product [8, 17]
Input: A ∈ Rn1×l×n3 , B ∈ Rl×n2×n3 and linear trans-

form L in (2).
1. Calculate Ā = L(A) and B̄ = L(B).
2. Calculate all slices C̄(i) by
for i = 1, · · · , n3 do

C̄
(i)

= Ā
(i)
B̄

(i)
;

end for
3. Calculate C = L−1(C̄).

Output: C ∈ Rn1×n2×n3 .

Definition 2.4 (Tensor transpose) [8, 17] Suppose L is an
invertible linear transform in (2), the transpose of a tensor
A ∈ Rn1×n2×n3 under L is a n2 × n1 × n3 tensor A⊤

which satisfies L(A⊤)(i) = (L(A)(i))⊤, i = 1, · · · , n3.

Definition 2.5 (Identity tensor) [8, 17] Suppose L is an
invertible linear transform in (2), the tensor I ∈ Rn×n×n3

is an identity tensor under L if all frontal slices of L(I) are
identity matrices.

Definition 2.6 (Orthogonal tensor) [8, 17] Suppose L is
an invertible linear transform in (2), the orthogonal tensor
O under L is a n×n×n3 tensor which satisfies O∗LO⊤ =
O⊤ ∗L O = I .

Definition 2.7 (F-diagonal) [11] A three-order tensor is a
f-diagonal tensor if its all frontal slices are diagonal matri-
ces.

Theorem 2.1 (T-SVD) [8, 17] Suppose L is an invertible
linear transform in (2), and A ∈ Rn1×n2×n3 . There ex-
ist tensors U ∈ Rn1×n1×n3 , S ∈ Rn1×n2×n3 , and V ∈
Rn2×n2×n3 such that

A = U ∗L S ∗L V⊤, (3)

where U and V are orthogonal tensors under L, and S is a
f-diagonal tensor.

Note that A = U ∗L S ∗L V⊤ in tensor domain is actu-
ally equivalent to Ā = Ū S̄V̄

⊤ in transform domain. That
means that we can obtain the t-SVD of a tensor by calculat-
ing the matrix SVD. Technically, we need to calculate the
matrix SVD of all frontal slice Ā

(i) in transform domain,
i.e., Ā(i)

= Ū
(i)
S̄

(i)
(V̄

(i)
)⊤, then transform Ū , S̄, V̄ to

tensor domain by the inverse transform L−1. See Algorithm
2 for the details of calculating the t-SVD.

For any invertible linear transform in (2), it holds that
L(0) = L−1(0) = 0. Then S and S̄ are f-diagonal, the ten-
sor tubal rank is defined as the number of nonzero singular
tubes.

Algorithm 2 General T-SVD [8, 17]
Input: A ∈ Rn1×n2×n3 and linear transform L in (2).

1. Calculate Ā = L(A).
2. Calculate all slices Ū (i), S̄(i), V̄ (i) by
for i = 1, · · · , n3 do

[Ū
(i)
, S̄

(i)
, V̄

(i)
] = SVD(Ā

(i)
);

end for
3. Calculate U = L−1(Ū), S = L−1(S̄), and V =
L−1(V̄).

Output: U ∈ Rn1×n1×n3 , S ∈ Rn1×n2×n3 , and V ∈
Rn2×n2×n3 .

Definition 2.8 (Tensor tubal rank) [17] Suppose L is an
invertible linear transform in (2), and A ∈ Rn1×n2×n3 .
The tensor tubal rank of A under L is defined as the number
of nonzero singular tubes of S, i.e.,

rankt(A) = ♯{i|S(i, i, :) ̸= 0}, (4)

where S is from the t-SVD of A = U ∗L S ∗L VT.

Based on the t-SVD, the tensor tubal rank gives a scalar
measure of tensor complexity. Further, the singular values
of all frontal slices in the transform domain can be obtained
by calculating the t-SVD. We then define a new tensor rank
to characterize the sparsity of the singular values in the
transform domain.

Definition 2.9 (Tensor average rank) Suppose L is an in-
vertible linear transform in (2), and A ∈ Rn1×n2×n3 . The
tensor average rank of A under L is defined as the aver-
age across the ranks of all frontal slices in the transform
domain, i.e.,

ranka(A) =
1

n3

n3∑
i=1

rank(Ā(i)
). (5)

The tensor average rank measures the sparsity of the sin-
gular values in the transform domain. Let A = U ∗L S ∗L
VT be the t-SVD of A under L, ranka(A) is equal to the
number of nonzero elements of S̄ times the factor 1

n3
, i.e.,

ranka(A) =
1

n3

∑
i,k

δ(S̄iik), (6)

where δ(x) is the Kronecker delta function defined as

δ(x) =

{
1, if x > 0,

0, if x = 0.
(7)

In next section, we study the tensor completion problem
by an approximate tensor average rank minimization model.
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For this purpose, we set an assumption on the linear trans-
form in (2), e.g.,

L⊤L = LL⊤ = In3 , (8)

where In3
is the n3 × n3 sized identity matrix. If the trans-

form L in (2) satisfies (8), we call it real orthogonal trans-
form. Under this transform, we can get that

⟨A,B⟩ = ⟨Ā, B̄⟩ = ⟨Ā, B̄⟩, (9)

and
∥A∥F = ∥Ā∥F = ∥Ā∥F. (10)

3. Main Result
In this section, we introduce a new nonconvex relaxation

model for tensor completion. We then develop an efficient
algorithm to solve the proposed model and establish its con-
vergence.

The definition of tensor averaged rank in (5) has a factor
1
n3

. Note that this factor has no effect on minimizing the
tensor average rank. For brevity, we temporarily omit this
factor in this section and modify the tensor average rank as

ranka(A) =

n3∑
i=1

rank(Ā(i)
) =

∑
i,k

δ(S̄iik). (11)

3.1. The Proposed Model

Using the tensor average rank to measure the sparsity of
singular values, we solve the following tensor completion
model

min
X

ranka(X ), s.t. PΩ(X ) = PΩ(M), (12)

where M ∈ Rn1×n2×n3 denotes the observed tensor data
and PΩ denotes the projection on the observed set Ω. Let
X = U ∗LS ∗LVT be the t-SVD of X , we can equivalently
reformulate (12) in transform domain as

min
X

∑
i,k

δ(S̄iik), s.t. PΩ(X ) = PΩ(M). (13)

Directly solving (13) is difficult due to the discontinuous
nature of the Kronecker delta function. As an extension of
the low-rank matrix completion, the work [17] presents the
tensor nuclear norm minimization model, which uses the ℓ1
norm as a surrogate of δ(x) in (13). In this paper, we use
a nonconvex function to approximate the Kronecker delta
function and propose a novel surrogate of the tensor average
rank. For λ > 0, we let

ϕλ(x) := min{1, 1

2λ
x2}, x ≥ 0. (14)

Compared with the popular nonconvex regularizers in [26],
the function ϕλ(x) relaxes δ(x) near zero using l2-norm.

Hence, it is not concave. However, ϕλ(x) overcomes the
discontinuity of δ(x) near zero, while still keeps unbiased
when x is greater than the threshold

√
2λ. Moreover, for any

x ≥ 0, ϕλ(x) closely matches δ(x) as λ decreasing to zero,
i.e., limλ→0+ ϕλ(x) = δ(x). Replacing the Kronecker delta
function with ϕλ(x) in (13), the tensor average rank of X
can be approximated by

Φλ(X ) =
∑
i,k

ϕλ(S̄iik). (15)

Using Φλ(X ) as a surrogate of the tensor average rank, we
propose the following low-rank tensor completion model

min
X

Φλ(X ), s.t. PΩ(X ) = PΩ(M). (16)

3.2. Tensor Hard Thresholding

We will rewrite the proposed model (16) into an equiva-
lent form that facilitates us to develop efficient algorithms.
To this aim, we introduce the hard thresholding rule in the
tensor case. Let λ > 0 and x be a scalar variable, the hard
thresholding operator Hλ is defined as

Hλ(x) =

{
x if |x| >

√
2λ,

0 if |x| ≤
√
2λ.

It can be extended to tensor space by element-wise opera-
tion, i.e.,

(Hλ(A))ijk = Hλ(Aijk). (17)

Let X = U ∗LS ∗LVT be the t-SVD of X . For any λ > 0,
we define the tensor hard thresholding (THT) operator Dλ :
Rn1×n2×n3 → Rn1×n2×n3 as

Dλ(X ) = U ∗L Sλ ∗L V⊤, (18)

where
Sλ = L−1(Hλ(L(S))), (19)

with Hλ being defined in (17).
The THT operator applies the hard-thresholding rule to

the singular values of each frontal slice of L(S), which can
shrink the small singular values to zero. The following the-
orem demonstrates that the THT operator is essentially the
proximal operator related to the tensor average rank.

Theorem 3.1 Suppose L is a real orthogonal transform in
(2) and X ∈ Rn1×n2×n3 . For any λ > 0, the THT operator
obeys

Dλ(X ) ∈ argmin
Y

1

2λ
∥Y −X∥2F + ranka(Y). (20)

Theorem 3.1 indicates that the THT operator Dλ(X ) has
its closed-form. The tensor operator is actually an extension
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Algorithm 3 Tensor Hard Thresholding (THT)
Input: X ∈ Rn1×n2×n3 , real orthogonal transform L, and

λ > 0.
1. Calculate X̄ = L(X ).
2. Apply matrix hard thresholding to all slices X̄(i) by
for i = 1, · · · , n3 do

[U ,S,V ] = SVD(X̄
(i)
);

D̄
(i)

= UHλ(S)V
⊤;

end for
3. Calculate Dλ(X ) = L−1(D̄).

Output: Dλ(X ) ∈ Rn1×n2×n3 .

of matrix hard thresholding [5]. We summarize the details
of computing Dλ(X ) in Algorithm 3.

The next proposition gives a separable structure of Φλ.
Moreover, Φλ can accurately approximate the tensor aver-
age rank when the parameter λ is small to a certain extent.

Proposition 3.1 Suppose L is a real orthogonal transform
in (2) and X ∈ Rn1×n2×n3 . For any λ > 0, we have

Φλ(X ) = min
Y

1

2λ
∥Y −X∥2F + ranka(Y). (21)

Moreover, Φλ(X ) = ranka(X ) when λ ≤
min
i,k

S̄2
iik

2 .

Proposition 3.1 ensures that the proposed model (16) can
be converted as the following two-variables problem

min
Y,X

{ 1

2λ
∥Y−X∥2F+ ranka(Y)}, s.t. PΩ(X ) = PΩ(M).

(22)
Suppose that (Y∗,X ∗) is a solution of (22), by Proposition
3.1, it must hold that X ∗ solves (16) and Y∗ = Dλ(X ∗).
Thus we can solve (22) instead of solving (16) directly. The
obvious advantage of (22) is that its objective function has
a good separable structure which helps us to use the alter-
nating minimization type algorithms to solve it.

3.3. Algorithm

Problem (22) is a joint minimization problem with re-
spect to variable (Y ,X ) and it can be solved by the block
coordinate descent (BCD) algorithm. Note that the conver-
gence of direct BCD algorithm requires various conditions
of the objective function [30, 25]. That motivates us to pro-
pose a proximal BCD algorithm to solve (22). Specifically,
at each iteration we generate X̃ k := (1 − µ)Yk + µX k

with µ ∈ (0, 1) being a weight which balances both terms
Yk and X k, the iterative scheme of the proposed algorithm

for (22) is indicated as below
Yk+1 ∈ argmin

Y

1

2λ
∥Y − X̃ k∥2F + µranka(Y),

X k+1 = argmin
X

∥X −Yk+1∥2F, s.t.PΩ(X ) = PΩ(M).

(23)
We next show that both subproblems in (23) have closed-
form solutions.

The first subproblem of updating Yk+1, by Theorem 3.1,
can be directly solved by performing the THT operator on
X̃ k, e.g.,

Yk+1 = Dλµ(X̃ k). (24)

Therefore, Yk+1 can be efficiently computed by Algorithm
3. The second subproblem of updating X k+1 can be exactly
solved by

X k+1 = PΩ(M) + PΩc(Yk+1), (25)

where Ωc is the complement of Ω.

3.4. Convergence Analysis

Let E(Y ,X ) denote the objective function of (22), i.e.,

E(Y ,X ) =
1

2λ
∥Y −X∥2F + ranka(Y). (26)

The following theorem demonstrates some crucial proper-
ties of the sequences {E(Yk,X k)} and {(Yk,X k)} gen-
erated by (23).

Theorem 3.2 Let {(Yk,X k)} be generated by (23), then
it satisfies the following properties:

(1) {E(Yk,X k)} is monotonically decreasing and there-
fore converges.

(2) lim
k→∞

∥Yk+1−Yk∥F = 0 , lim
k→∞

∥X k+1−X k∥F = 0.

(3) The tensor average rank of Yk keeps invariant after a
finite iteration, i.e., there exists two positive constants
K and r such that ranka(Yk) = r for all k > K.

Theorem 3.2 shows that the average rank of the sequence
Yk stabilizes after finitely many iterations. This is because
the location of nonzero singular values in the transform do-
main remains unchanged after limited iterations. It implies
that the tubal rank also stabilizes and converges.

3.5. Algorithm Implementation

The parameter λ is crucial for the proposed model (16)
and algorithm (23). It reflects the nonconvexity of Φλ(X )
and measures its approximation accuracy to ranka(X ). By
Proposition 3.1, the function Φλ(X ) is equivalent to the
tensor average rank when λ is small enough. Unfortunately,
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the nonconvexity of model (16) becomes stronger as λ de-
creases. Therefore, directly choosing a small λ in algorithm
(23) would make the algorithm converge slowly and trap in
a shallow local minima.

To avoid the above issue, a coarse-to-fine continuation
minimization strategy is used in our algorithm. It has been
usually applied to solve some nonconvex problems, which
can empirically yield a better local minimal solution [1].
The details of algorithm implementation are summarized in
Algorithm 4.

Algorithm 4 Low-rank tensor completion
Input: Observed tensor M ∈ Rn1×n2×n3 , and parameters
µ, λmin, λmax, ρ, δ, ε.
Initialize: Y0, X 0, λ0 = λmax.
while not converged do

1. Update Yk+1 by (24).
2. Update X k+1 by (25).
3. Update λk+1 by λk+1 = max(ρλk, λmin) if
min(∥Yk+1 −Yk∥∞, ∥X k+1 −X k∥∞) ≤ δ.

4. Check the stopping criteria:
min(∥Yk+1 −Yk∥∞, ∥X k+1 −X k∥∞) ≤ ε,
min(∥Yk+1 −Yk∥∞, ∥X k+1 −X k∥∞) ̸= 0.

end while
Output: Yk+1, X k+1.

As shown in Algorithm 4, we start our algorithm with
a relatively large λmax and then progressively decrease it
when the algorithm achieves a certain level of convergence.
Then the solution at the current iteration is used as a feasible
initial pair to minimize Φλ(X ) with a smaller λ at the next
iteration. Moreover, the second part of the stopping criteria
ensures that the parameter λ can be reduced to a small value
λmin effectively. Finally, our algorithm will converge to a
low-rank solution since the λmin is sufficiently small.

Here we give a simple example to verify the effect of the
coarse-to-fine continuation minimization idea. We generate
a tensor X ∈ R10×10×10 with ranka(X ) = 1 and the sam-
pling rate p = 0.5. Figure 1 shows the relative square errors
of the two experiments: (1) fixed-parameter λ = λmin = 1;
(2) Algorithm 4. We can observe that Algorithm 4 achieves
excellent recovery performance while setting a fixed small
λ fails to get a good solution. Furthermore, Algorithm 4
converges much faster than the algorithm with a fixed small
λ. As a result, the idea of gradually updating λ can acceler-
ate the algorithm (23).

4. Experiments

In this section, we conduct some numerical experiments
to demonstrate the advantages of our proposed model. We
first explore the recovery capability of the proposed model.
Then we use it to recover real data and compare the perfor-

0 50 100 150 200

number of iterations

0

0.2

0.4

0.6

0.8

R
S

E

 Fixed  = 
min

 Algorithm 4

Figure 1. The effect of adaptively updating parameter λ.

mance with some popular tensor completion methods. With
regard to the selection of transforms, we use the discrete co-
sine transform (DCT) in our experiments.

4.1. Synthetic Experiments

We investigate the capability of our model by recovering
synthetic data. Here, we generate an average rank r tensor
X ∈ Rn1×n2×n3 by X = P ∗L Q, where the elements of
P ∈ Rn1×r×n3 and Q ∈ Rr×n2×n3 are obtained from a
normal distribution. In this way, the average rank is made
equal to the tubal rank, so that we can compare our model
with the TNN-DCT model [17]. Finally, we obtain the ob-
served tensor by taking pn1n2n3 elements uniformly from
X , where p is the sampling rate. The Relative Square Error
(RSE) is defined as

RSE =
∥X − X̂∥F

∥X∥F
,

where X̂ denotes the solution obtained by an algorithm. If
RSE ≤ 10−3, then we claim that the recovery is successful.

We examine the recovery phenomenon by varying the
average rank of X and the sampling rate p. In this ex-
periment, we consider tensor X ∈ Rn×n×n of two dif-
ferent sizes: (1) n = 40 and (2) n = 50. We choose
r = [1, 2, · · · , 32] in the first case and r = [1, 2, · · · , 38]
in the second case. We set p = [0.01 : 0.01 : 0.99] in both
cases. For each (r, p) pair, we repeat the experiments for 10
times.

The exhaustive comparison between TNN-DCT and our
method is shown in Figure 2. The color of each cell reflects
the empirical recovery rate ranging from 0 to 1 (blue = 0
; yellow = 1). It can be seen that the yellow region of our
method is more extensive than that of TNN-DCT in both
cases. For example, when the sampling rate is 0.5, the max-
imum rank which can be recovered by our method is four
higher than that of TNN-DCT in both cases. These results
verify the effectiveness of our proposed model.
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Figure 2. Comparison our model with TNN-DCT. Upper left: The
TNN-DCT model in the case n = 40; Upper right: The TNN-
DCT model in the case n = 50; Lower left: Our model in the case
n = 40; Lower right: Our model in the case n = 50.

4.2. Applications to Real Data

This method can be applied in color image, hyperspec-
tral image and video inpainting tasks, and background ini-
tialization in videos. In this subsection, we use our tensor
completion method to recover incomplete color images and
videos. We test five low-rank tensor completion methods
and compare their performance: (1) HaLRTC [15]: high
accuracy Tucker rank based method; (2) SPC [29]: smooth
PARAFAC tensor completion method; (3) T-SVD [31]: t-
SVD based method; (4) TNN [16]: TNN based method (via
the discrete Fourier transform); (5) TNN-DCT [17]: TNN
based method (via the discrete cosine transform); (6) Ours:
our proposed tensor completion method. We apply the com-
monly used PSNR metric, defined as

PSNR = 10 log10

(
∥X∥2∞

1
n1n2n3

∥X − X̂∥2F

)
,

to evaluate the recovery performance.

4.2.1 Image Inpainting

We apply our tensor completion model to the image inpaint-
ing task. For a color image of size m×n, it can be regarded
as a three-order tensor X ∈ Rm×3×n, where the lateral
slice corresponds to each color channel of the image. Mean-
while, most natural images have a low-rank structure. Then
we can fill in the missing elements of a partially observed
image by the low-rank tensor completion method.

Figure 3. Test color images: airplane, baboon, barbara, boats, but-
terfly, house, lena, peppers (from left to right).

We use several standard images to evaluate our method.
All the images, shown in Figure 3, have the same size of
256 × 256 × 3. Table 1 presents the average PSNR values
on this dataset with different sampling rates and the average
runtime of all methods. Our method has achieved good per-
formance under different sampling rates. SPC works well
when the sampling rate is very low. In regard to algorithm
runtime, our method is the fastest. It is about two times
faster than TNN, which is the second fastest method. Figure
4 shows the inpainting results on two images under differ-
ent removal masks. It is obvious that our method can also
deal with the details of images. In summary, our method
achieves good inpainting results and runs fast.

Table 1. Comparison of PSNR and runtime on the standard images.
Method 0.2 0.4 0.6 0.8 Runtime (s)

HaLRTC [15] 20.74 25.17 29.52 35.20 4.46
SPC [29] 24.51 27.58 30.45 34.15 39.83

T-SVD [31] 20.68 25.62 30.48 36.82 14.10
TNN [16] 22.02 26.65 31.22 36.92 2.19

TNN-DCT [17] 22.17 26.83 31.47 37.24 4.59
Ours 23.01 28.20 33.13 39.09 0.91

We also use the commonly used Berkeley Segmentation
Database 1 (CBSD68) to evaluate the performance of meth-
ods. This database contains 68 color images, each of size
321× 481× 3 or 481× 321× 3. Table 2 shows the average
PSNR values on CBSD68 with different sampling rates and
the average runtime of all methods. It can be concluded that
our method performs well and runs quite fast. These results
confirm the advantages and robustness of our method.

Table 2. Comparison of PSNR and runtime on the CBSD68.
Method 0.2 0.4 0.6 0.8 Runtime (s)

HaLRTC [15] 22.30 27.40 31.77 37.72 13.17
SPC [29] 26.37 29.46 32.38 36.16 115.38

T-SVD [31] 23.67 29.08 35.37 44.37 39.37
TNN [16] 25.14 30.33 36.07 44.20 5.95

TNN-DCT [17] 25.32 30.57 36.43 44.51 10.82
Ours 26.04 31.80 37.82 44.74 2.05

4.2.2 Video Inpainting

In this experiment, we test our method and other methods
on two YUV videos 2. “Akiyo” and “Container” are rela-
tively static and dynamic videos, respectively. Each video
contains 300 frames, and the size of a frame is 144 × 176

1https://www.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/
2http://trace.eas.asu.edu/yuv/
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(a) Orignal (b) Observation (c) HaLRTC (d) SPC (e) T-SVD (f) TNN (g) TNN-DCT (h) Ours

Figure 4. Results of image inpainting. (a) Original image. (b) Incomplete image. (c)-(h) Inpainting results of HaLRTC, SPC, T-SVD,
TNN, TNN-DCT, Ours, respectively.

(a) Orignal (b) Observation (c) HaLRTC (d) SPC (e) T-SVD (f) TNN (g) TNN-DCT (h) Ours

Figure 5. Results of video inpainting. (a) Original frame of video. (b) Incomplete frame of video. (c)-(h) Inpainting results of HaLRTC,
SPC, T-SVD, TNN, TNN-DCT, Ours, respectively.

pixels. For the sake of saving computation cost, we conduct
numerical experiments by using the first 30 frames of the
two videos and display the 15-th frame of the videos.

Table 3. Comparison of PSNR and runtime on the “Akiyo”.
Method 0.2 0.4 0.6 0.8 Runtime (s)

HaLRTC [15] 26.09 30.88 35.46 41.24 8.20
SPC [29] 31.52 33.21 35.13 38.28 77.32

T-SVD [31] 35.25 40.46 44.83 49.88 43.80
TNN [16] 35.26 40.22 44.56 49.82 20.72

TNN-DCT [17] 36.40 42.43 47.58 53.80 26.44
Ours 37.39 43.71 48.75 54.83 4.49

Table 4. Comparison of PSNR and runtime on the “Container”.
Method 0.2 0.4 0.6 0.8 Runtime (s)

HaLRTC [15] 23.95 28.26 32.57 38.08 7.88
SPC [29] 29.17 31.12 33.07 36.13 83.86

T-SVD [31] 33.52 38.50 42.48 47.71 42.98
TNN [16] 33.42 38.46 42.73 47.78 20.74

TNN-DCT [17] 36.10 44.35 49.69 54.57 27.02
Ours 37.36 45.66 51.17 55.64 3.86

Table 3 and Table 4 report the evaluation metrics of the
two videos under different sampling rates, respectively. Fig-
ure 5 shows the inpainting results for the testing videos

when the sampling rate is 0.2. Form the inpainting results
and PSNR values, our method has achieved better recov-
ery performance compared with other methods. As for the
algorithm runtime, our method is still fastest. These results
illustrate that the proposed method is effective and runs fast.

5. Conclusion
Benefited from the development of tensor theory, espe-

cially the t-product based on linear transform [8], we define
a tensor average rank based on invertible real linear trans-
form. We then propose a new tensor completion model us-
ing a nonconvex function to approximate the average rank.
This surrogate can continuously approximate the tensor av-
erage rank. We develop an efficient algorithm for solving
our tensor completion model and establish its convergence.
Experimental results clearly illustrate that our method is
competitive with other methods in terms of both recovery
performance and efficiency.
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