
Pyramid Spatial-Temporal Aggregation for Video-based Person Re-Identification

Yingquan Wang1, Pingping Zhang2, Shang Gao3, Xia Geng1, Hu Lu1*, Dong Wang3

1 School of Computer and Communication Engineering, Jiangsu University
2 School of Artificial Intelligence, Dalian University of Technology

3 School of Information and Communication Engineering, Dalian University of Technology
{yingquan1995, gs940601k}@gmail.com; {zhpp, wdice}@dlut.edu.cn; {Luhu, Gengxia}@ujs.edu.cn

Abstract
Video-based person re-identification aims to associate

the video clips of the same person across multiple non-
overlapping cameras. Spatial-temporal representations can
provide richer and complementary information between
frames, which are crucial to distinguish the target per-
son when occlusion occurs. This paper proposes a novel
Pyramid Spatial-Temporal Aggregation (PSTA) framework
to aggregate the frame-level features progressively and fuse
the hierarchical temporal features into a final video-level
representation. Thus, short-term and long-term temporal
information could be well exploited by different hierar-
chies. Furthermore, a Spatial-Temporal Aggregation Mod-
ule (STAM) is proposed to enhance the aggregation capa-
bility of PSTA. It mainly consists of two novel attention
blocks: Spatial Reference Attention (SRA) and Temporal
Reference Attention (TRA). SRA explores the spatial cor-
relations within a frame to determine the attention weight
of each location. While TRA extends SRA with the cor-
relations between adjacent frames, temporal consistency
information can be fully explored to suppress the inter-
ference features and strengthen the discriminative ones.
Extensive experiments on several challenging benchmarks
demonstrate the effectiveness of the proposed PSTA, and
our full model reaches 91.5% and 98.3% Rank-1 accu-
racy on MARS and DukeMTMC-VID benchmarks. The
source code is available at https://github.com/
WangYQ9/VideoReID-PSTA.

1. Introduction
Person re-identification (ReID) aims to match a particu-

lar person from non-overlapping camera views, which is an
important technology in many applications, such as video
surveillance, tracking, and smart city. However, it is chal-
lenging due to many practical obstacles, such as background
clutter, blur, occlusion and viewpoint variations.

Recently, image-based person ReID has achieved im-
pressive progress [2, 39, 54, 26, 43]. Most of these works
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Figure 1. Illustration of various solutions that employ temporal
context information to aggregate frame-level features. (a) Trans-
ferring information from adjacent frames. (b) Using a global ref-
erence to guide the attention of each frame. (c) Fusing frame-level
features with a pyramid structure (ours). The green lines indicate
the clean features of the target person while the red ones indicate
the features interfered by occlusions. The pyramid structure can
alleviate the irrelevant feature by aggregating progressively.

focus on extracting more discriminative features within a
single image. Therefore, it is difficult to retrieve the target
person when occlusion occurs, or missing crucial parts. In
contrast, the richer spatial-temporal information can allevi-
ate the limitation of image-based ReID and is more power-
ful to obtain discriminative features and robust results.

Several works [17, 38, 49, 32] have been proposed to en-
hance the discriminative features of the target person and
suppress the irrelevant features with the help of spatial-
temporal context information. Subramaniam et al. [38] pro-
pose a co-segmentation module to activate a common set
of features across multiple frames. Hou et al. [17] aim to
solve the problem of partial occlusion. They use the infor-
mation from adjacent frames to reconstruct the occlusion
part, thus could alleviate the interference of irrelevant fea-
tures. The message passing flow of these methods is shown
in Fig. 1 (a). Although the information from the tempo-
ral adjacent frames can somewhat suppress the occluded
features, it would lose efficacy when long-range occlusion
occurs because it lacks the long-term dependence. Yan et
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al. [53] propose to learn the attention from a global view by
constructing a global reference. The message passing flow
of these methods is shown in Fig. 1 (b). Although the refer-
ence can capture global information, there is no guarantee
that it can represent the target person well. For example,
this method may focus on the occlusion parts when most of
the frames are occluded. Jiang et al. [21] propose to infer
attentions of frame-level features by constructing a relation
embedding for each pair of frames in the tracklet. This kind
of method fully exchanges the message among the whole
tracklet. However, it would suffer from the high redundancy
among frames and the large distribution space for relation
embedding. On the other hand, it is not computationally
efficient to construct all relations of frames.

To alleviate the problems mentioned above, we propose
a novel Pyramid Spatial-Temporal Aggregation (PSTA)
framework for high-performance video-based person ReID.
Fig. 1 (c) illustrates our basic idea. The adjacent frame-level
feature maps are grouped into pairs and then sent into a hier-
archical aggregation module. As the process goes on, long-
term dependence could be constructed in the later stage
without losing the short-term information from the previ-
ous stage. It is obvious that after aggregating by our PSTA,
the proportions of the clean features are increased. There-
fore, the key to improving performance is how to aggregate
the adjacent features, such that the fused features can be
more discriminative and with less interference from occlu-
sions. We argue that a well-designed aggregation module
should satisfy two requirements: 1) foreground features can
be strengthened with the intra-frame information. 2) fea-
tures of the target person can be enhanced, and the non-
target information can be suppressed with the inter-frame
correlations. We propose a Spatial-Temporal Aggregation
Module (STAM) according to the above two requirements.
More specifically, it consists of two key components: Spa-
tial Reference Attention (SRA) and Temporal Reference At-
tention (TRA). SRA explores the spatial correlations within
a frame to determine the attention weight of each location.
While TRA extends SRA with the correlations between ad-
jacent frames, such that temporal consistency information
can be fully explored to suppress the interference features
and strengthen the discriminative ones.

In summary, the main contributions are as follow:

• We propose a novel Pyramid Spatial-Temporal Aggre-
gation (PSTA) framework to aggregate the frame-level
features step-by-step, establishing the long-term de-
pendence while maintaining the short-term informa-
tion effectively and efficiently.

• We propose a novel feature aggregation module
(STAM) which considers both intra-frame and inter-
frame correlations to suppress the interference features
and enhance the discriminative ones.

• Extensive experiments demonstrate that our PSTA

achieves state-of-the-art performance on several video-
based person ReID benchmarks. Our full model
reaches 91.5% and 98.3% Rank-1 accuracies on
MARS and DukeMTMC-VID benchmarks.

2. Related Work
Comparing with image-based person ReID, video-based

person ReID can utilize temporal information to retrieve
a person more precisely. To extract video-level features,
some works [55, 24, 29] employ temporal pooling across
all time stamps. For example, Gao et al. [11] apply av-
erage pooling to obtain video features. However, sim-
ply pooling features may lose much temporal information.
Thus, some researchers apply Recurrent Neural Networks
(RNNs) for exploring sequence relation [57, 6, 34]. Dai
et al. [6] first extract image-level features, then utilize two
cascade Bi-LSTM networks and temporal pooling to aggre-
gate frame-wise features. However, RNNs may not extract
robust temporal information, since Zhang et al. [52] prove
RNNs can achieve better performance with orderless sam-
pling. To capture spatial-temporal cues directly, 3D Convo-
lution Neural Networks (CNNs) are popular [27, 3]. For
example, Carreira et al. [1] propose two-stream Inflated
3D CNNs (I3D) for spatial-temporal feature learning in ac-
tion recognition. Li et al. [23] further present a compact
Multi-scale 3D CNN (M3D) for video-based ReID. Gu et
al. [12] build an Appearance-Preserving 3D CNN (AP3D)
for handling the appearance destruction problem. Despite
their promising performance, these works introduce a mass
of parameters and computation. Recently, some works use
Graph Convolution Networks (GCNs) and their variants to
extract video representations [49, 46]. For example, Yang
et al. [50] propose a Spatial-Temporal GCN (STGCN) for
mining the spatial and temporal relation. However, most of
these methods have a complex structure which may cause
the model hard to optimize. To handle these issues, we
propose a novel yet simple structure, namely the Pyramid
Spatial-Temporal Aggregation (PSTA) framework, to ag-
gregate the frame-level features, which establish long-term
dependence without losing the useful local information.

Meanwhile, attention-based methods are widely used
in video-based person ReID [16, 48, 37, 38]. For exam-
ple, Fu et al. [10] propose a Spatial-Temporal Attention
(STA) approach to emphasize discriminative features. In-
spired by the self-attention mechanism [42] for machine
translation, Wang et al. [45] propose the non-local network
to mine the long-range spatial and temporal dependencies.
To incorporate video characteristics, Liu et al. [28] pro-
pose a Non-local Video Attention Network (NVAN) by in-
serting non-local modules into different stages of ResNet-
50 [13]. Li et al. [22] further employ the dilated convo-
lution to mine the multi-scale temporal cues. Based on
Relation-Aware Global Attention (RAGA) [54], Zhang et
al. [53] propose MG-RAFA to fuse the image-level fea-
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Figure 2. Overall structure of our PSTA framework. Here, we use eight frames (T = 8) as an example. Notably, the Spatial-Temporal
Aggregation Module (STAM) has the same structure in the pipeline, and the parameters of STAM are shared in the same stage.

tures. However, MG-RAFA may lose some local tempo-
ral information. Moreover, transformer-based methods be-
come popular in computer vision [8]. Recently, some re-
searchers introduce transformers into the video-based per-
son ReID [51, 30] and achieve promising performance.
However, these transformer-based methods may require lots
of computation resources, which may increase the difficulty
of implementation in the real scenario. In this paper, we
propose a Spatial-Temporal Aggregation Module (STAM)
to generate the discriminative features from the current and
adjacent feature maps with limited computational cost.

3. Proposed Approach
We propose a novel Pyramid Spatial-Temporal Aggre-

gation (PSTA) framework for video-based person ReID.
The overall framework is shown in Fig. 2. It aggregates
the frame-level features step by step, by which the long-
term relation between frames can be established progres-
sively while the short-term dependence can also be fully
utilized. Then we propose Spatial-Temporal Aggregation
Module (STAM) to aggregate adjacent features further. It
enhances the target-relevant features while suppresses the
interference feature by the intra-frame attention and the
inter-frame attention. In this section, we first introduce the
pyramid structure of our PSTA framework. Then the details
about each module of STAM are described in Section 3.2.
Finally, the loss functions are presented in Section 3.3.

3.1. Pyramid Structure
For a video sequence, we sample a tracklet with T

frames denoted as V = {I1, I2, · · ·, IT }. As shown in
Fig. 2, the tracklet V is first fed into a feature extrac-
tor (e.g., ResNet-50 [13]) to obtain a set of feature maps

F ′ = {F 0
1 , · · ·, F 0

T }, where F 0
t ∈ RC×H×W (C, H and W

represent the number of channel, height and width).
Then, a Spatial-Temporal Aggregation Module (STAM)

(the details can be found in Section3.2.) takes adjacent fea-
ture maps {F 0

2t−1, F
0
2t|i ∈ {1, 2, · · ·, T

2 }} as input and ag-
gregates them into local-temporal features,

Fn
t = STAMn(Fn−1

2t−1, F
n−1
2t ), t = 1, 2, · · ·, T

2n . (1)

Here n = 1 means stage of STAM. The progress men-
tioned above can continue until there is only one output
from STAM as shown in Fig. 2. In this way, hierarchical
features with different temporal receptive fields can be ob-
tained. For example, an output feature of STAM-2, denoted
as F 2

t , contains the information of 22 = 4 frame-level fea-
tures. Thus long-term dependence can be established as the
stage increases without losing the relation information ob-
tained from previous stages.

The output feature set Fn
t is then sent into a Global Av-

erage Pooling (GAP) layer to get the stage features Fn

Fn =
1

T ′
1

W

1

H

T ′∑
t=1

W∑
w=1

H∑
h=1

fn
t,w,h, (2)

where T ′ = T
2n is the output number of stage n, fn

t,w,h ∈
RC denotes the vector at the location (w, h) of Fn

t .
In the end, multi-stage features Fn are fused as the final

video-level feature

XN =
1

N

N∑
n=1

Fn, (3)

where N = 1, 2, ..., log2 T . To make sure that features at
every stage can represent the sequence well, we employ su-
pervision to all stage features. During testing, we use the
averaged feature of all stages as the video-level feature.
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Figure 3. The architecture of the proposed Spatial-Temporal Aggregation Module (STAM). Temporal Reference Attention (TRA) and
Spatial Reference Attention (SRA) are shown in the right part.

3.2. Spatial-Temporal Aggregation Module
The attention mechanism has been widely used to obtain

the discriminative representation in person ReID. However,
most of attention-based modules can not extract inter-frame
and intra-frame features simultaneously. To relieve this is-
sue, we design a novel STAM to strengthen the foreground
feature by intra-frame information and enhance the target
person information by the inter-frame correlations. The ar-
chitecture of STAM is illustrated in Fig. 3. It consists of
two key components: Spatial Reference Attention (SRA)
and Temporal Reference Attention (TRA).

Once a pair of temporal adjacent feature maps
{Fn

t , F
n
t+1} is fed into the STAM, it passes through two at-

tention blocks, SRA and TRA, firstly and then the attention
maps An

t , A
n
t+1, A

n
t,t+1, A

n
t+1,t considering different rela-

tions can be obtained. Here An
t is the attention map of Fn

t

obtained by SRA and An
t,t+1 is the output of TRA with the

inputs Fn
t and its reference Fn

t+1. Afterward, the refined
feature maps can be obtained by

FS
t = At ◦ Ft, F

T
t,t+1 = At,t+1 ◦ Ft, (4)

where ◦ is Hadamard product. Then we adopt element-wise
addition followed by a residual block [13] to fuse the refined
feature which fully explores the discriminative feature of
the input clip

Fn = Res
[
(FT

t,t+1 + FT
t+1,t) + (FS

t + FS
t+1)

]
, (5)

where the Res(·) is a residual block in [13].

3.2.1 Spatial Reference Attention
The spatial information plays an important role in video-
based person ReID. The proposed pyramid aggregation
structure can aggregate long-term information appropri-
ately. However, the spatial cues may easily miss out during
the feature fusion. To handle this problem, we propose a

Spatial Reference Attention (SRA) to enhance the discrimi-
native spatial feature and suppress the interference informa-
tion. As shown in Eq. 4, directly learning An

i can be expen-
sive with a large number of parameters. Inspired by [23], we
factorize An

i into two low-dimension attention masks as:

At = SS ◦ CS , (6)

where SS
t ∈ R1×H×W and CS

t ∈ RC×1×1 represent the
spatial and channel attention masks, respectively. To learn
the two attention masks, SRA introduces two branches,
shown in the right part of Fig. 3.

Spatial Attention Learning: Inspired by [54], we treat
the input feature map Fi as a graph Gs with N = W ×H
nodes. Each node corresponds to a C−dimensional at-
tribute vector xi. As shown in Fig. 3, we define the relation
from node i to node j as:

rSi,j = θS(xi)
TϕS(xj), (7)

where θS and ϕS are two embedding functions imple-
mented by a 1× 1 convolutional layer followed by a Batch
Normalization (BN) [19] layer and ReLU [13] activation
function. Then the relation vector can be defined as:

rSi = γS
(
rSi,1 · ··, rSi,N , rS1,i · · · rSN,i

)
, (8)

where γS is another embedding function which has the
same structure with θS . Then the relation-value vector vSi
is constructed by stacking the relation vector rSi and its cor-
responding embedding vector β(xi)

vSi = [rSi , β(xi)], (9)

where β(xi) is an embedding function. Then, we build the
relation-value matrix V S according to the node index of
vSi . Finally, the spatial attention map SS can be obtained
by passing the relation-value vector through a convolutional
block followed by a Sigmoid activation function,

SS = Sigmoid
(
Conv(V S)

)
. (10)
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Channel Attention Learning: We first process input
feature map Fi by average pooling as:

XS
i =

1

H ×W

H∑
h=1

W∑
w=1

fw,h. (11)

Then following SENet [18], the channel attention mask
CS ∈ RC×1×1 is generated by two cascaded FC layers,

CS = Sigmoid
(

FC2(FC1(X
S
i ))

)
. (12)

With the proposed SRA, our pyramid aggregation structure
can fuse spatial discriminative cues, improving the repre-
sentation capacity of aggregated features.

3.2.2 Temporal Reference Attention
Adjacent frames have strong temporal correlations, which
can complement and enhance each other. However, most of
existing works [24, 29] obtain the temporal feature by the
average pooling, which may suffer huge interference when
occlusion occurs. To this end, we propose a novel Temporal
Reference Attention (TRA) to explore temporal relations.

As shown in Fig. 3, TRA has a similar structure with
SRA. We also factorize An

ij into two low-dimension atten-
tion masks as:

AT
t = ST

t ◦ CT
t , (13)

where ST
t ∈ R1×H×W and CT

t ∈ RC×1×1 represent the
spatial and channel attention mask, respectively.

Spatial Attention Learning: Given a pair of temporal
adjacent feature maps Ft, Ft+1, we construct two graphs
Gt, Gt+1 with N = W × H nodes. Each node has a C-
dimensional attribute vector xt,i ∈ RC , where i = 1, ···, N .
In addition to the embedding feature, structural relation is
proved as an effective cue to learn the attention [54]. To
make full use of relevant information between the adjacent
frames, we compare a node in the current frame with all
the nodes in its adjacent frames. Then we stack all bi-
directional similarities to form the relation vector,

rti,j = θT (xt,i)
TϕT (xt+1,j),

rt+1
j,i = θT (xt+1,j)

TϕT (xt,i),

rti = γT
(
rti,1 · ··, rti,N , rt+1

1,i · · · rt+1
N,i

)
,

(14)

where rti is the relation vector of node i in graph Gt. θT , ϕT

and γT are three embedding functions. Then the relation-
value vector vTt,i is constructed by stacking the relation vec-
tor rTt,i and its corresponding embedding vector,

vTt,i =
[
rTt,i, β(xt,i)

]
. (15)

Notably, the parameters of β(xt,i) are the same as the ones
mentioned in SRA. Finally, the spatial attention map ST

t ∈
R1×H×W can be obtained by

ST
t = Sigmoid

(
Conv(V S

t )
)
, (16)

where V T
t is the relation reference matrix constructed by

placing each vSt,i to its corresponding location of the input

feature map. For t+1 time step, attention maps of Ft+1 can
be obtained by just exchanging the place of t and t+ 1.

Channel Attention Learning: Two input feature maps
are first sent into an embedding layer for computational
efficiency. Then an average pooling layer is employed.
Thus two feature vectors XT

t and XT
t+1 can be achieved.

Afterward, to take account of channel-wise influence be-
tween adjacent inputs, we concentrate XT

t and XT
t+1 as

XT
t,t+1. Then, following SENet [18], the channel attention

CT
t ∈ R2C is generated by two cascaded FC layers,

CT
t = Sigmoid

(
FC2

(
FC1(X

T
t,t+1)

))
. (17)

Different from SENet [18] and RGA-S [54] that process
the single image, our TRA focuses on extracting the mu-
tual information between the adjacent frames. Besides, it is
reasonable that TRA, together with SRA, can extract more
discriminative spatial-temporal information.
3.3. Loss Functions

To optimize our framework, we adopt the following ob-
jective function (N = 3),

Ltotal =
1

N

N∑
n=1

[Lcls(X
n) + Ltri(X

n)], (18)

where Lcls and Ltri are the classification loss and triplet
loss [14] respectively. We choose the cross-entropy loss
with label smoothing [40] as the classification loss to learn
the identify-specific representation and avoid overfitting.
We also employ the triplet loss [14] with batch hard min-
ing to improve the ranking performance.

4. Experiments
4.1. Datasets and Protocols

MARS [55] is the largest video-based person ReID
dataset, which contains 17,503 tracklets from 1261 identi-
ties and additional 3,248 tracklets of poor quality serving
as distracters captured by 6 cameras. The videos of the
MARS dataset are generated by the DPM [9] detector and
GMMCP [7] tracker. The training set contains 625 identi-
ties and the testing set contains 636 identities.

DukeMTMC-VID [47] is another large-scale dataset
with 4,832 tracklets and 1,812 identities. It is derived from
the DukeMTMC [36] dataset. Among them, 702 identities
with 2,196 tracklets are used for training and 3,338 tracklets
of the rest 702 identities are for testing.

iLIDS-VID [44] contains 300 persons captured by
two non-overlapping cameras constituting 600 image se-
quences. The length of each video sequence varies from
23 to 192 frames, with an average duration of 73 frames.

PRID-2011 [15] includes 385 and 749 identities from
two non-overlapping cameras respectively with only the
first 200 identities appear in both cameras. The video length
of the PRID-2011 is varied from 5 to 675 frames.

Evaluation Protocols. We adopt the mean Average Pre-
cision (mAP) and the Cumulative Matching Characteristics
(CMC) to evaluate the performance.
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Table 1. Comparison of different components on MARS [55] and DukeMTMC-VID [47]. In the second column, AS means the Aggregating
Structure and P, A, G are the abbreviation of Pyramid, Adjacent and Global respectively. In the fourth column, Res denotes that the residual
block adopted in the STAM.

Baseline AS STAM MARS DukeMTMC-VID Speed Params GFLOPs
SRA TRA Res mAP Rank-1 mAP Rank-1

✓ – × × ✓ 84.7 88.8 96.3 95.9 129.29 Clip/s 26.24M 34.57
✓ P × × ✓ 85.2 90.6 96.7 97.3 82.58 Clip/s 31.77M 35.58
✓ A ✓ ✓ ✓ 85.1 90.2 96.5 96.8 80.00 Clip/s 32.37M 35.84
✓ G ✓ ✓ ✓ 85.2 90.1 96.6 97.0 81.01 Clip/s 29.78M 35.84
✓ P ✓ × ✓ 85.4 90.9 96.9 97.7 79.01 Clip/s 33.55M 36.27
✓ P × ✓ ✓ 85.5 91.2 97.1 97.9 79.01 Clip/s 33.65M 36.27
✓ P ✓ ✓ × 85.8 91.3 97.4 98.1 78.05 Clip/s 32.07M 35.86
✓ P ✓ ✓ ✓ 85.8 91.5 97.4 98.3 78.04 Clip/s 35.42M 36.86

4.2. Implementation Details
This work implements our model based on Pytorch tool-

box1 on NVIDIA GTX 2080Ti GPUs (11GB memory). Fol-
lowing the RRS strategy [28], we sample 8 frames from
the input video. And each frame is resized to 256 × 128
and augmented by random erasing and normalization. For
the triplet loss, we randomly select 8 persons and sample
4 video clips for each individual. We employ the ResNet-
50 [13] pre-trained on ImageNet [20] as our backbone net-
work. Following the setting in [33], we set the last stride
of ResNet-50 to 1 and remove the last spatial down-sample
operation. During the training, we apply Adam [35] with
weight decay 5×10−4 to update the parameters. We set the
initial learning rate as 3.5 × 10−4 and follow the learning
rate decay strategy as [33]. The model is trained for 500
epochs in total. During testing, we employ the cosine simi-
larity for measuring the distance between query and gallery.

4.3. Ablation Study
4.3.1 Component Analysis
To verify the effect of each component, we conduct abla-
tion experiments on MARS [55] and DukeMTMC-VID [47]
datasets, shown in Tab. 1. Our baseline method only em-
ploys cross-entropy loss and triplet loss [14] on the average
of the frame-level features and takes it as the video feature
during testing. The results of the baseline method are shown
in the first row of Tab. 1.

Effectiveness of Pyramid Aggregation Structure. To
verify the effectiveness of our Pyramid Aggregation Struc-
ture (PAS), we first remove SRA and TRA from our full
model for a fair comparison with the baseline method.
Specifically, we adopt the pyramid structure but aggregate
the frame-level features with a simple module which con-
sists of an element-wise addition operation followed by a
residual convolutional block. The results are shown in the
second row of Tab. 1. Comparing with the baseline, our
PAS improves the Rank-1 by 1.8% on MARS and 1.4%
on DukeMTMC-VID. To further investigate the superior-
ity of our method, We compare our full model with two
simplified Aggregation Structures (AS), including Adjacent

1http://pytorch.org/

Reference Aggregation Structure (ARAS) and Global Ref-
erence Aggregation Structure (GRAS). ARAS extracts the
local spatial-temporal information by referencing adjacent
frames, and averages the refined feature to represent the
whole sequence. While GRAS uses the average of all frame
features as a reference. As shown in the 3-th, 4-th, and 7-th
rows in Tab. 1, our PSTA outperforms ARAS and GRAS
significantly by 1.3% and 1.4% in Rank-1 on MARS, as
well as 1.5% and 1.3% on DukeMTMC-VID. We argue that
such simplified aggregation structures lose the interaction
between long-term and short-term relations, limiting their
capability to mine the potential information in a video. But,
our PSTA obtain the global dependence by progressively
aggregating local information, which suppress the interfer-
ence features and enhance the discriminative ones.

Effectiveness of Key Components of STAM. We eval-
uate the contribution of each component and report the re-
sults in Tab. 1. As shown in the 5-th and 6-th rows , we
employ the SRA module and TRA module solely and re-
spectively. Compared with the method only employing
PAS, applying SRA and TRA respectively can further im-
prove the Rank-1 score by 0.3% and 0.6% on MARS as
well as 0.4% and 0.6% on DukeMTMC-VID. Finally, our
PSTA improves the Rank-1 accuracy by 2.7% and 2.4%.
Moreover, we remove the residual block applied in each
layer of STAM to evaluate the influence of the convolu-
tion block. As shown in the 7-th row, the performance of
removing the residual block is close to that of the whole
network. It means that the improvement of our network
is mainly from our pyramid temporal aggregation struc-
ture and well-designed spatial aggregation module instead
of simply stacking layers.
Table 2. Performance of PSTA on MARS and DukeMTMC-VID
under different number of STAM stages.

Stages
MARS DukeMTMC-VID

mAP rank-1 mAP rank-1
0 84.7 88.8 96.5 96.9
1 85.2 90.0 96.7 97.0
2 85.6 91.0 97.0 97.6
3 85.8 91.5 97.4 98.3

Effect of Different Numbers of STAM. We investigate
the influence of the numbers of STAM stages in Tab. 2. Note
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Figure 4. Visualization of the differences between the baseline and the proposed PSTA. The first row shows raw images from different time
stamps. The second and the third rows are the channel activation maps of the baseline and PSTA respectively.

that when the number of STAM stages is set to 0, the struc-
ture of the model is the same as the baseline. As the number
of STAM stages increases, there is a general improvement
in performance. We argue that it is because multiple STAM
stages can capture more comprehensive information from
longer temporal dependence. Following the definition of
STAM, the maximum number n of STAM stages should sat-
isfy T = 2n, where T is the length of the sequence. Thus,
we set the sequence length and the number of STAM stages
to 8 and 3 respectively.

Complexity Analysis. As shown in Tab. 1, comparing
with the baseline, PSTA introduces additional 9M param-
eters and 2.29G computational complexity (FLOPs). The
count of additional parameters and computational complex-
ity is correlated with the complexity of the STAM.

4.3.2 Visualization Analysis
Visualization of Activation Maps. In Fig. 4, we visualize
the channel activation maps of the baseline and the PSTA
on MARS. As shown in Fig. 4 (a), compared to the base-
line, it can be observed that the PSTA can further suppress
the occlusion frames and enhance the discriminative fea-
tures which are annotated by red and green bounding boxes.
In Fig. 4 (b), we can find that, different from the baseline,
PSTA focuses on the target person and avoids background
information interference based on spatial and temporal ref-
erence attention. Furthermore, with the help of long-term
information, PSTA can suppress the influence of irrelevant
cues, which appear in the last two images in Fig. 4 (b).

Visualization of Retrieval Results. We visualize the re-
trieval results of a hard sample with different methods in
Fig. 5 and conduct three experiments to demonstrate the
effectiveness of the proposed PSTA. As can be observed,
it is difficult for the baseline model to distinguish persons
when the occluded frames appear. As shown in the sec-
ond and the third column of Fig. 5, the visual ambiguity of
the query is reduced in the top-1 retrieval result. However,
ARAS and GRAS utilize simplified structures when aggre-
gating frame-level features, which may lose some important
local information (e.g. facial features). PSTA further con-

Query

T

Rank1 Rank2 Rank3 Rank1Rank2 Rank3 Rank1 Rank3Rank2

Baseline GRAS PSTA

Rank3Rank1Rank2

ARAS

Figure 5. Visual examples on MARS dataset. Each example shows
the top-3 retrieval image sequences by the baseline, ARAS, GRAS
and, PSTA respectively. The true and wrong match are annotated
by the green tick and red cross. Best viewed in color.

siders the local and global temporal relation in these cases
and employs the pyramid structure to extract more discrim-
inative information. Besides, the retrieval results prove that
the proposed PSTA indeed alleviates the problem of occlu-
sion and captures the global long-term information.

(b) PSTA(a) Baseline
Figure 6. Feature distribution of the baseline and PSTA visualized
by t-SNE. We selected 20 pedestrians with a similar appearance
from MARS. Each dot of different colors represents a different
identity. We use three virtual coils of different colors to mark three
distinct feature distributions.

Visualization of Feature Distribution. To further
demonstrate the interpretability, we visualize the distribu-
tion of the final video-level feature extracted by the base-
line method and our PSTA using t-SNE [41] in Fig. 6.
Each point indicates the feature of a tracklet with 8 frames
sampled from a video sequence. The identity of a point
is indicated by its color. Compared with baseline (a), our
model can better reduce intra-class distance and increase
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inter-class distance. Especially for some points with fuzzy
judgment in the baseline, our method can get better feature
expression. Specifically, as shown in the orange circles of
Fig. 6 (a) and Fig. 6 (b), the proposed PSTA framework can
significantly reduce the intra-class variance. We infer that it
is because PSTA could alleviate the interference of outlier
step-by-step with the pyramid structure and thus reduce the
intra-class distance. Besides comparing the distribution of
red and blue circles, PSTA enlarge the inter-class distance.

4.4. Comparison with State-of-the-arts
In this section, we compare the proposed PSTA with

other state-of-the-art methods on four video-based per-
son ReID benchmarks: iLIDS-VID [44], PRID-2011 [15],
MARS [55] and DukeMTMC-VID [47]. The results are re-
ported in Tab. 3 and Tab. 4. Note that no post-processing
techniques, such as re-ranking [56] or multi-query [55] are
employed in these experiments.

Table 3. Performance (%) comparison of our method with state-
of-the-art methods on MARS [55] and DukeMTMC-VID [47].

Model
MARS DukeMTMC-VID

mAP Rank-1 mAP Rank-1
CNN+XQDA[55] 47.6 65.3 – –
STIM [31] 72.7 84.4 – –
M3D [23] 74.1 84.4 – –
STA [10] 80.8 86.3 94.9 96.2
AMEM [25] 79.3 86.7 – –
COSAM [38] 79.9 84.9 94.1 95.4
GLTR [22] 78.5 87.0 93.7 96.3
RTF [21] 85.2 87.1 – –
FGRA [5] 81.2 87.3 – –
VRSTC [17] 82.3 88.5 93.5 95.0
STE-NVAN [28] 81.2 88.9 – –
TCLNet [16] 85.1 89.8 96.2 96.9
STGCN [50] 83.7 89.9 95.7 97.2
AFA [4] 82.9 90.2 95.4 97.2
MGH [49] 85.8 90.0 – –
MG-RAFA [53] 85.9 88.8 – –
AP3D [12] 85.6 90.7 96.1 97.2
PSTA 85.8 91.5 97.4 98.3

On MARS and DukeMTMC-VID, our PSTA method
achieves competitive results compared with other state-of-
the-art methods. More remarkably, the proposed PSTA
achieves 91.5% in rank-1 accuracy on MARS, outperform-
ing most of the published methods, e.g., AP3D [12] and
MG-RAFA [53], by 0.8% and 1.7% in Rank-1 accuracy.
Note that AP3D [12] uses 3D CNN to learn the tempo-
ral cues, consequently requiring higher computational com-
plexity. MG-RAFA [53] obtains a strong performance on
mAP but with a significant gap with our method in Rank-1
accuracy. This may be because MG-RAFA adopts multi-
granularity references which would capture the semantics
of different levels and achieve high performance in mAP.
However, the global reference used in [53] would intro-
duce huge interference when long-term occlusion occurs,
which is of common cases in video-based person ReID. The

proposed PSTA captures the global dependence by progres-
sively aggregating the local features while maintaining the
information from short-term aggregation. Thus, it is more
robust to long-term occlusions. In addition, GLTR [22]
adopts the pyramid structure along with the temporal di-
mension by dilated convolutions. Such a way may lose the
message passing from short-term relation to long-term de-
pendence. Thus the accuracy is not so satisfactory.

Table 4. Performance (%) comparison of our method with state-
of-the-art methods on iLIDS-VID [44] and PRID-2011 [15].

Model
iLIDS-VID PRID-2011

Rank-1 Rank-5 Rank-1 Rank-5
CNN+XQDA[55] 53.0 84.4 77.3 93.5
STIM [31] 84.3 96.8 92.7 98.8
M3D [23] 74.0 94.3 94.4 100
AMEM [25] 87.2 97.7 93.3 98.7
COSAM [38] 79.6 95.3 – –
GLTR [22] 86.0 98.0 95.5 100
Jiang et al. [21] 87.7 – 95.8 –
FGRA [5] 88.0 96.7 95.5 100
VRSTC [17] 83.4 – – –
TCLNet [16] 86.6 – – –
AFA [4] 88.5 96.8 – –
MGH [49] 85.6 97.1 94.8 99.3
MG-RAFA [53] 88.6 98.0 95.9 99.7
AP3D [12] 88.7 – – –
PSTA 91.5 98.1 95.6 98.9

In terms of iLIDS-VID and PRID-2011 datasets, we only
report the cumulative accuracy because the datasets have
only one correct match in the gallery set. Our PSTA method
achieves competitive performance compared to other meth-
ods with 91.5% and 95.6% Rank-1 accuracy on iLIDS-VID
and PRID-2011 datasets respectively. Specifically, PSTA
outperforms the best Rank-1 accuracy of published meth-
ods on iLIDS-VID by 2.94%.

5. Conclusions
This work presents a novel framework (PSTA) to fuse

frame-level features progressively. Benefit from the pyra-
mid structure, long-term dependence can be established
without losing the useful local information. Furthermore, a
Spatial-Temporal Aggregation Module is proposed. It con-
tains two key components, a Spatial Reference Attention
to generate attention maps with intra-frame relations and
a Temporal Reference Attention to suppress the irrelevant
feature and enhance the discriminative feature with inter-
frame relations. Finally, extensive experiments demonstrate
the superiority of our PSTA on several benchmarks.
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